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Abstract

When robots enter everyday human environments, they need to understand their tasks and how they

should perform those tasks. To encode these, reward functions, which specify the objective of a robot,

are employed. However, designing reward functions can be extremely challenging for complex tasks

and environments. A more promising approach is to learn reward functions from humans. Recently,

several robot learning works embrace this approach and leverage human demonstrations to learn the

reward functions. Known as inverse reinforcement learning, this approach relies on a fundamental

assumption: humans can provide near-optimal demonstrations to the robot. Unfortunately, this is

rarely the case – human demonstrations to the robot are often suboptimal due to various reasons, e.g.,

difficulty of teleoperation, robot having high degrees of freedom, or humans’ cognitive limitations.

This thesis is an attempt towards learning reward functions from human users by using other

data modalities that are more reliable. Specifically, this thesis studies how reward functions can be

learned using comparative feedback, in which the human user compares multiple robot trajectories

instead of (or in addition to) providing demonstrations. To this end, we first propose various

forms of comparative feedback, e.g., pairwise comparisons, best-of-many choices, rankings, scaled

comparisons; and describe how a robot can use these various forms of human feedback to infer a

reward function, which may be parametric or non-parametric. We discuss the pros and cons of each

comparative feedback modality in detail, and show how such feedback enables us to outperform

standard inverse reinforcement learning that only utilizes demonstrations.

An important limitation of comparative feedback is that each comparison carries only a small

amount of information: instead of observing the humans’ actions at every time step of a demonstra-

tion, we only observe their comparison between trajectories. This harms data-efficiency, which is

crucial in robotics due to the cost of collecting data (especially when it is coming from humans). To

solve this, we propose active learning techniques to enable the robot to ask for comparison feedback

that optimizes for the expected information that will be gained from that user feedback.

While showcasing the benefits of these various techniques for learning and active querying, we

also demonstrate its applicability in a wide variety of domains. Our experiment domains range from

autonomous driving simulations to home robotics, from standard reinforcement learning benchmarks

to lower-body exoskeletons.
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also lucky enough to work and be co-authors with Aykut Koç at ASELSAN as a research engineer,
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Chapter 1

Introduction

In recent years, we have seen enormous effort to integrate robots and systems equipped with artificial

intelligence (AI) into the society. While these agents are increasingly becoming part of our lives,

most of their current interactions with the humans is one-way, e.g., a driver commands a vehicle

to park autonomously, or the vehicle warns the driver about weather conditions. However, their

successful integration will require them to intelligently learn, adapt to, and influence the humans

and other AI agents.

These two-way interactions, where agents need to learn, adapt to, and influence each other;

appear in almost all real-life scenarios. Human teams that are good at collaborating are often the

ones where each individual adapted themselves to the others, e.g., sports teams train together rather

than trying to improve individually. However, AI agents are not yet capable of this adaptation: their

inability to model others led to problems in several occasions. For example, price-setting bots tried

to sell a book for 23.7 million dollars on an online retail website after blindly competing with each

other and not realizing that by increasing the price, the other bots will increase the price as well,

while no human would be willing to pay this price [188]. Though this is an old example, we still see

similar issues arise: autonomous cars fail to change lanes because they do not know the other drivers

will slow down if they simply nudge in front of them [137]. The approach in this thesis to enable the

robots to achieve the two-way interactions is inspired by how humans interact: we efficiently infer

our partners’ goals to optimize our behavior. For example, we move to one side of the sidewalk when

we see a cyclist is approaching. If there is a mismatch between the inferred goal and our own goal,

we try to influence our partners, e.g., if the cyclist moves to the same side, we stop for a second to

imply we want to stay on this side and they should use the other side.

To achieve this human-like interaction, robots should understand the objective in the task, which

encodes what they need to do and how they should do what they do. Designing these objective by

hand, known as reward function, is extremely challenging. A more promising approach is to learn

it from humans. Recent works dominantly focused on learning from human demonstrations of the

1
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task. However, human demonstrations are often suboptimal due to various reasons, e.g., difficulty

of teleoperation, robots’ high degrees of freedom, humans’ cognitive limitations, etc. Therefore,

many questions arise: What are some other forms of human feedback that enables robots to more

reliably learn reward functions? How can robots learn from multiple data modalities? How can

these methods extend to the cases where the reward function is multimodal or non-stationary? How

can robots optimize for data-efficiency to mitigate the high costs of data collection? In this thesis,

we attempt to answer these questions.

1.1 Thesis Approach

Figure 1.1: (top) The robot should
first learn a model of the agent it is in-
teracting with. (bottom) It will then
adapt to and influence the other agent
in the task.

Integrating robots and systems equipped with AI into the soci-

ety requires a thorough understanding of how they may learn,

adapt to and influence other agents. Our approach is to divide

this problem into two parts (see Figure 1.1) [33]. First, machine

learning techniques that we develop in this thesis will enable AI

agents to model the behaviors and goals of the other agents by

leveraging different forms of information they provide. Next,

these learned behaviors and goals will enable these agents to

better interact with the others to achieve online adaptation,

e.g., an autonomous vehicle will adapt to both its driver and

the other vehicles to better optimize its route and driving style.

In this thesis, we focus on the first aspect and study how robots

can learn from human feedback.

Although recent works mostly focused on learning from

demonstrations, they often suffer from the suboptimality of

demonstrations. In this thesis, we propose using comparative

feedback to learn the objectives, where human users are asked

to compare multiple trajectories of a robot based on their preferences. We develop various forms

of comparative feedback, and further study how they can be collected actively to improve data-

efficiency, which is crucial in robotics, especially because the data are coming from human users.

For these, we bridge ideas from machine learning, information theory, human-robot interaction,

optimization and control theory.

1.2 Contributions

This thesis makes the following contributions.

The goal of this thesis is to develop rewards learning methods for robots that leverage
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comparative feedback from humans in a data-efficient way.

Learning Reward Functions via Comparative Feedback

In Chapter 3, we study various forms of comparative feedback, how to learn reward functions us-

ing them, and how to utilize them along with user demonstrations that are possibly suboptimal.

Specifically, we develop and analyze the following feedback modalities:

• Pairwise comparisons: The user selects their preferred trajectory among two options [34,

39, 40, 120].

• Scale feedback: The user uses a slider bar to indicate how much they prefer one trajectory

over the other in a pairwise comparison setting [208].

• Ordinal feedback: In addition to pairwise comparisons, the user also labels each trajectory

with an ordinal feedback. e.g., “Bad”, “Neutral” and “Good” [135].

• Best-of-many choices: We extend the pairwise comparisons so that the user will now choose

their most preferred trajectory out of multiple options, possibly more than two [43, 38, 36, 41,

26].

• Hierarchical choices: To handle non-stationary reward functions, we develop hierarchical

choice queries in which the user first responds to a standard best-of-many choice query. After

their response, a new best-of-many choice query is presented such that its trajectories start

from the final state of the user’s preferred trajectory in the first query [23].

• Rankings. The user ranks multiple (more than two) trajectories from their most preferred

to the least preferred [154]. This helps robots learn multimodal reward functions, e.g., when

the data are coming from multiple people.

In addition, we study different forms of reward functions that encode how a robot or an AI agent

should perform the task:

• Parametric reward functions: Most of the thesis focuses on reward functions that are

parametric [34, 39, 120, 43, 38, 36, 41, 26]. In principle, such functions may range from linear

functions to neural networks. However, as we take a Bayesian learning approach, functions with

large parameter spaces are difficult to learn in practice. This restricts us to simple functional

forms.

• Non-parametric reward functions: To solve this issue and be able to learn more complex

rewards, we employ Gaussian processes and learn non-parametric reward functions [40, 135].



1.3. THESIS ORGANIZATION 4

• Multimodal reward functions: If the data are coming from multiple people with different

objectives, or the same person with varying objectives, unimodal reward functions fail to

encode their preferences. Hence, we model the multimodal reward as a mixture of multiple

parametric unimodal reward functions [154].

• Non-stationary reward functions: As a specific case of multimodal reward functions, we

study rewards that are non-stationary with some structure: the users’ preferences change based

on the history in the environment according to a parametric transition function [23].

Active Querying for Comparative Feedback

In Chapter 4, we address the problem of data inefficiency when learning from comparative feedback.

As opposed to user demonstrations of the task, where each state in a trajectory receives an action

label; comparisons contain very little information – they only say some trajectories are better than

some others. This means a robot may require enormous amounts of data to learn useful reward

functions via comparative feedback, especially when there are no demonstrations to warm-start the

learning. To mitigate this problem, we develop active learning techniques to actively query the users

for the most informative comparative feedback.

Specifically, we study active learning objectives that are based on volume removal [171, 34, 39,

36, 41], mutual information [38, 43, 41, 40, 135, 208, 154], and max-regret [207, 208]. While doing

this, we follow a similar structure to Chapter 3: we describe how each section of Chapter 3 can be

extended with active querying. As a result of this choice, we defer all simulation and experiment

results to Chapter 4 where we not only investigate the learning performance but also analyze the

benefits of active querying.

1.3 Thesis Organization

Chapter 2 is geared towards a reader who is inexperienced at robot learning: we present an intro-

ductory overview of reinforcement learning (RL) and inverse reinforcement learning (IRL) problems.

While doing this, we do not focus on any particular solution – instead we keep the problem formu-

lations general enough so that we can present learning from comparative feedback using the same

formulation. In fact, the focus of this thesis, learning reward functions from comparative feedback

is closely related to the inverse reinforcement learning problem. In both of these problems, the goal

is to learn a reward function that encodes the desired behavior of the robot or the AI agent.

Chapter 3 then starts with building upon an existing IRL solution, namely Bayesian inverse

reinforcement learning [164], where the reward function is learned using human demonstrations of

the task. Again taking a Bayesian approach, we study how comparative feedback can be used to learn

the reward function. For this, we start with best-of-many choice queries (Section 3.1, [38, 159, 43]).

We then focus on a specific version of these queries with only two options to compare, i.e., pairwise
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comparisons. Using this simpler query form enables us to learn non-parametric reward functions

that are modeled via Gaussian processes (Section 3.2, [40]), which we later improve with ordinal

feedback (Section 3.3, [135]). We then extend the pairwise comparisons by providing the users with

a slider bar to indicate how much they prefer one trajectory over the other, which would not be

practical with general best-of-many choice queries (Section 3.4, [208]). After this detour, we go

back to queries with more than two options, and study ranking queries which enable us to learn

multimodal reward functions (Section 3.5, [154]). Finally, we look at a specific case of multimodal

rewards where users transition between different modes according to the latest behavior of the robot

(Section 3.6, [23]). Section 3.7 summarizes Chapter 3.

In Chapter 4, we focus on how to improve data-efficiency when we use learning from comparative

feedback where information is very sparse as opposed to demonstrations. We follow a similar struc-

ture to Chapter 3, i.e., we follow almost the same order to present the active querying techniques

for each section in Chapter 3. We first introduce volume removal (Section 4.1, originally proposed

in [171]) and mutual information (Section 4.2, [38, 43]) based active learning objectives for best-

of-many choice queries. We then proceed with mutual information based active querying when the

reward is non-parametric and modeled as a Gaussian process (Section 4.3, [40]), and extend it to the

case where we also use ordinal feedback (Section 4.4, [135]). In addition to mutual information, we

introduce max-regret based active querying in Section 4.5 where we focus on scale feedback [208].

Following the same order as in Chapter 3, we next present active methods for ranking queries when

the reward is multimodal (Section 4.6, [154]) and for hierarchical choice queries when users transition

between different reward modes (Section 4.7, [23]). All these active querying methods require solv-

ing an optimization problem for each and every query, which might be computationally expensive

and makes the querying process non-parallelizable. Hence, in Section 4.8, we present various batch

active learning methods where multiple queries are optimized together in batches [34, 39]. Finally,

Section 4.9 summarizes the chapter.

Chapter 5 is the final chapter of the thesis in which we discuss the limitations and open challenges,

and conclude the ideas presented throughout the thesis. Additional material, e.g., proofs, derivations,

implementation and experiment details, and additional results, are presented in the appendices.



Chapter 2

Background

2.1 Reinforcement Learning (RL)

We first start with defining the reinforcement learning (RL) problem. The goal of reinforcement

learning is to find how a dynamical system can be optimally controlled. For this, we will first

mathematically define dynamical systems. As a running example, let’s consider a robot trying to

reach an object on a desk.

We use a discrete-time Markov decision process (MDP) to define a dynamical system. An MDP

is a tuple M = ⟨S, π0,A, T , T, r⟩ with the following variables. S denotes the state space. Each

s ∈ S fully characterizes a state of the world, e.g., the robot’s and the object’s poses and velocities.

Each episode in the system starts with an initial state s0 ∈ S drawn randomly from the initial state

distribution π0:

s0 ∼ π0(·) . (2.1)

A denotes the action space such that each a ∈ A is an action taken in the system, e.g., the robot

is given some control input. The transition distribution T then governs how this system evolves.

Based on the action at at time step t, the system transitions from state st to a new state st+1

according to:

st+1 ∼ T (· | st, at) . (2.2)

It is important that each state fully characterizes the state of the world: knowing the current state

and action is sufficient to best predict the next state, i.e.,

T (· | s0, a0, s1, a1, . . . , st, at) = T (· | st, at) . (2.3)

6
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This is known as the Markov property. The system evolves for T < ∞ time steps, known as the

horizon of the MDP.1

At each time step t, the decision maker (the agent) receives a scalar reward, based on the reward

function r. For example, the robot may experience some positive reward for getting close to the

target object, or negative reward (cost, or penalty) for colliding with some obstacles around. The

goal of the agent is to select its actions to maximize the expected cumulative reward over the time

steps of an episode. In literature, there are different conventions about how a reward function is

defined. The three options are to define them as a function of:

• only the current state: r : S → R,
• the current state and action: r : S ×A → R,
• the current state, action, and the next state: r : S ×A× S → R.

In this thesis, we will be focusing on learning from comparative feedback where multiple trajectories

of a robot (or multiple episodes in an MDP) are compared. Therefore, we will use trajectory

reward functions. For this, we first let a trajectory be a sequence of state-action pairs, i.e., ξ =

(s0, a0, s1, a1, . . . , sT , aT ), and Ξ denote all possible trajectories of the system. This trajectory

reward function R : Ξ→ R can then be defined for each of the reward function conventions above:

R(ξ) :=

T∑
t=0

r(st), (2.4)

R(ξ) :=

T∑
t=0

r(st, at), or (2.5)

R(ξ) :=

T−1∑
t=0

r(st, at, st+1) . (2.6)

In fact, trajectory reward function can be defined more broadly: it does not have to be additive

over time steps. Hence, it is more expressive and general. Consequently in our setup, the goal of

the agent is to maximize the trajectory reward. This is the problem that reinforcement learning

methods attempt to solve: how should an agent decide its actions (based on the state of the system)

so that the trajectory will acquire as much reward as possible?

Reinforcement learning is still a very active area of research. Over the past decade, several

methods have been successfully implemented for various versions or applications of this problem.

Although the details of those methods are beyond the scope of this thesis, we include a list of

widely-used methods: deep Q-networks (DQN) [151], deep deterministic policy gradient (DDPG)

[138], asynchronous advantage actor-critic (A3C) [152], trust region policy optimization (TRPO)

1In this thesis we only consider finite-horizon MDPs. Extending to infinite-horizon MDPs requires an additional
variable: discount factor. We refer to the standard text on reinforcement learning by Sutton and Barto for more
details [189].
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[175], proximal policy optimization (PPO) [176], hindsight experience replay (HER) [12], actor-

critic using Kronecker-factored trust region method (ACKTR) [215], actor-critic with experience

replay (ACER) [201], twin delayed DDPG (TD3) [90], and soft-actor critic (SAC) [104].

2.2 Inverse Reinforcement Learning (IRL)

Inverse reinforcement learning (IRL), as its name implies, tries to solve an inverse problem. In IRL,

an agent who is already acting (near-)optimally in a system provides some data, i.e., they control

the system. For example, an expert operator provides demonstrations of a task by teleoperating a

robot. The goal in IRL is to use these expert demonstrations to identify the objective of the task,

i.e., the reward function [1, 2, 155, 157, 87].2

Formally in IRL, we are given some trajectory demonstrations ξ
(1)
D , ξ

(2)
D , · · · ∈ Ξ (or more gener-

ally: state-action pairs, or transition tuples that also include the next state) that are known to be

(near-)optimal with respect to the target task, encoded by an unknown reward function r. The goal

is to learn this reward function r.

It might not be obvious why IRL is an important problem: if we already have an agent that is

able to successfully control the system, why do we try to learn a reward function? The most common

reason is automation. It is usually the case that the expert agent is a human, which means we need

that expert human every time we need to control the system. However, if we can learn the reward

function that encodes the task, then we can perform reinforcement learning in this system with the

learned reward function to be able to control the system even in the absence of the expert. This is

not the only use case of IRL. Another interesting application is behavior modeling [140]. Imagine

we are trying to develop an autonomous vehicle that predicts the actions of the other cars around

so that it will seamlessly interact with them in traffic. To do this, understanding the objective of

the other cars is crucial: if our car can infer their objective, i.e., their reward function, then it may

better predict their actions. IRL has also applications in recommendation systems: Given a user’s

browsing history (a demonstration), the goal is to learn their preferences (reward function) so that

the system can make better recommendations in future (learn a better policy).

Similar to reinforcement learning, IRL is also an active research area. Arguably the most in-

fluential methods in IRL have been apprenticeship learning [1], maximum margin planning [167],

Bayesian inverse reinforcement learning [164], and maximum entropy inverse reinforcement learning

(MaxEnt-IRL) [226].

In this section, we reviewed the standard IRL problem where the goal is to learn a reward function

given expert demonstrations. However in many cases, especially in robotics, expert demonstrations

2Another interesting and very related problem is imitation learning [160, 168, 109, 182, 88, 181], where the goal is
to directly learn an optimal control policy from expert demonstrations. Although the research community does not
have a consensus on the scope of these terms, we use this convention: IRL tries to learn the reward function, imitation
learning tries to learn the optimal policy; both from expert demonstrations.
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may not be available, or all users of the system might be providing suboptimal demonstrations [98].

Two common reasons for this are (1) good demonstrations might require a high level of expertise

[197], and (2) it is often too difficult to manually operate robots, especially manipulators with high

degrees of freedom (DoF) [5, 84, 115, 123]. Moreover, even when operating the high DoF of a robot is

not an issue, people might have cognitive biases or habits that cause their demonstrations to not align

with their actual reward functions. For example, in [131] we have shown that people tend to perform

consistently risk-averse or risk-seeking actions in risky situations, depending on their potential losses

or gains, even if those actions are suboptimal. As another example from the field of autonomous

driving, Basu et al. [21] suggest that people prefer their autonomous vehicles to be more timid

compared to their own demonstrations. These problems show that, even though demonstrations

carry an important amount of information about what the humans want, one should either try

to learn from suboptimal demonstrations [53, 64, 58, 99, 214] or go beyond demonstrations, e.g.,

corrections [19, 20, 142, 221, 136], rankings [52, 51, 53, 64], critiques [14, 78], trajectory assessments

[178], or ordinal feedback [74], to properly capture the underlying reward functions. The latter

approach is also the theme of this thesis: We will go beyond demonstrations and present methods

that (actively) learn reward functions from comparative feedback where users compare multiple

trajectories of the system. This type of feedback has been shown to be successful in several other

domains such as classification [65], bandit problems [54], and reinforcement learning [212].



Chapter 3

Learning Reward Functions via

Comparative Feedback

Having presented the reinforcement learning (RL) and inverse reinforcement learning (IRL) problems

in Chapter 2, we are now ready to start presenting our learning methods. In this chapter, we present

alternative IRL solutions in which we learn reward functions using comparative feedback. Although

the novelty of our methods is due to the use of comparative feedback, we still allow the use of

demonstrations as in the standard IRL framework. To this end, Section 3.1 presents how we can

incorporate the information from best-of-many choices [38, 43] into Bayesian IRL [164] that originally

learns from demonstrations. Although we reduce the emphasis on demonstrations in later sections,

the same Bayesian approach easily extends to all methods in this chapter except Section 3.6 where we

assume humans have non-stationary rewards, which makes the generation process of demonstrations

ambiguous.

3.1 Incorporating Comparisons into IRL

Let’s start with briefly going over the other works in the literature that attempt to incorporate

comparative feedback into the IRL framework.

Learning reward functions from rankings and best-of-many choices. Two helpful and

closely related sources of information that can be used to learn reward functions is rankings and

best-of-many choices. In rankings, a human expert ranks a set of trajectories in the order of their

preference [51] whereas in best-of-many choices they just pick their favorite trajectory [36]. A special

case of both of these, which we also adopt in our experiments, is when these queries are pairwise

[7, 133, 72, 114, 52, 205, 212, 6, 92, 184, 210]. While these works experimented their methods on

some simulation environments, others leveraged pairwise comparison questions for various real-life

10
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applications, including exoskeleton gait optimization [193], and trajectory optimization for robots

in interactive settings [57, 159].

Learning reward functions from both demonstrations and comparisons. Ibarz et al. [114]

have explored combining demonstrations and comparisons, where they take a model-free approach

to learn a reward function in the Atari domain. Our motivation, physical autonomous systems,

differs from theirs, leading us to a structurally different method. It is difficult and expensive to

obtain data from humans controlling physical robots. Hence, model-free approaches are presently

impractical. In contrast, we give special attention to data-efficiency as we will discuss in detail in

Sections 4.1 and 4.2. As the resulting training process is not especially time-intensive, we efficiently

learn personalized reward functions.

3.1.1 Formulation

Building on prior work, we integrate demonstrations and comparative feedback to learn the human’s

reward function. Here we formalize this problem setting, and introduce the two forms of human

feedback that we will focus on: demonstrations and best-of-many choices. Our formulation revisits

the definitions in Section 2.1 and extends it for comparative feedback.

MDP. Let us consider a fully observable dynamical system describing the evolution of the robot,

which should ideally behave according to the human’s preferences. We formulate this system as a

discrete-time Markov Decision Process (MDP) M = ⟨S,A, T , r, T ⟩. At time t, st ∈ S denotes the

state of the system and at ∈ A denotes the robot’s action. The robot transitions to a new state

according to its dynamics distribution: st+1 ∼ T (· | st, at). At every time step the robot receives

reward r(s), and the task ends after a total of T time steps.

Trajectory. A trajectory ξ ∈ Ξ is a finite sequence of state-action pairs, i.e., ξ =
(
(st, at)

)T
t=0

over

the time horizon T .

Reward. The reward function captures how the human wants the robot to behave. Similar to

related works [1, 155, 226] where the reward is a linear combination of features, we assume the reward

is a parametric function of some trajectory features. Consistent with prior work [45, 19, 226], we

will assume that the trajectory features Φ(ξ) for any given trajectory ξ are known. In practice, they

can be based on the state features along that trajectory. Or more generally, the trajectory features

Φ(ξ) can be defined as any function over the entire trajectory ξ as we discussed in Section 2.1.

To understand what the human wants, the robot must simply learn the true parameters of the

reward function which we denote with w∗. Accordingly, we denote a trajectory reward function

parameterized with w as:

Rw(ξ) = fw(Φ(ξ)) . (3.1)

Demonstrations. One way that the human can convey their reward function parameters w to
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Figure 3.1: Example of a demonstration (top) and a best-of-many choice query with |Q| = 2, i.e., a pairwise
comparison query (bottom). During the demonstration the robot is passive, and the human teleoperates the
robot to produce trajectory ξD from scratch. By contrast, the preference query can be active: the robot
chooses two trajectories ξ1 and ξ2 to show to the human, and the human answers by selecting their preferred
option.

the robot is by providing demonstrations. Each human demonstration is a trajectory ξD, and we

denote a dataset of human demonstrations as DD = {ξ(1)D , ξ
(2)
D , . . . , ξ

(|DD|)
D }. In practice, these

demonstrations could be provided by kinesthetic teaching, by teleoperating the robot, or in virtual

reality (see Figure 3.1, top).

Best-of-many Choices. Another way the human can provide information is by giving feedback

about the trajectories the robot shows. We define a best-of-many choice query Q = {ξ1, ξ2, . . . , ξ|Q|}
as a set of |Q| robot trajectories. The human answers this query by picking a trajectory q ∈ Q

that matches their personal preferences (i.e., maximizes their reward function). In practice, the

robot could play |Q| different trajectories, and let the human choose their favorite (see Figure 3.1,

bottom).

Problem. Our overall goal is to accurately and efficiently learn the human’s reward function from

multiple sources of data. In this section, we will only focus on demonstrations and best-of-many

choices. Our approach should learn the reward parameters w with a combination of demonstrations

and best-of-many choice queries.



3.1. INCORPORATING COMPARISONS INTO IRL 13

Figure 3.2: Overview of our DemPref approach. The human starts by providing a set of high-level demon-
strations (left), which are used to initialize the robot’s belief over the human’s reward function through
w. The robot then fine-tunes this belief by asking questions (right): the robot actively generates a set of
trajectories, and asks the human to choose their favorite.

3.1.2 Our Approach

We now overview our approach for integrating demonstrations and best-of-many choices to efficiently

learn the human’s reward function. Intuitively, demonstrations provide an informative, high-level

understanding of what behavior the human wants; however, these demonstrations are often noisy,

and may fail to cover some aspects of the reward function. By contrast, preferences are fine-grained :

they isolate specific, ambiguous aspects of the human’s reward, and reduce the robot’s uncertainty

over these regions. It therefore makes sense for the robot to start with high-level demonstrations

before moving to fine-grained preferences. Indeed — as we will show in Theorem 3 — starting with

demonstrations and then shifting to actively collected comparative feedback is the most efficient

order for gathering data. Our algorithm, which we call DemPref (short for demonstrations and

preferences) leverages this insight to combine high-level demonstrations and low-level best-of-many

choice queries (see Figure 3.2).

Initializing a Belief from Offline Demonstrations

DemPref starts with a set of offline trajectory demonstrations DD. These demonstrations are

collected passively : the robot lets the human show their desired behavior, and does not interfere or

probe the user. We leverage these passive human demonstrations to initialize an informative but

imprecise prior over the true reward function parameters w.

Belief. Let the belief b be a probability distribution over w. We initialize b using the trajectory

demonstrations, so that b0(w) = P (w | DD). Applying Bayes’ Theorem:

b0(w) ∝ P (DD | w)P (w)

= P (ξ
(1)
D , ξ

(2)
D , . . . , ξ

(|DD|)
D | w)P (w)

(3.2)

We assume that the trajectory demonstrations are conditionally independent, i.e., the human does
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not consider their previous demonstrations when providing a new demonstration. Hence, Equa-

tion (3.2) becomes:

b0(w) ∝ P (w)
∏

ξD∈DD

P (ξD | w) (3.3)

In order to evaluate Equation (3.3), we need a model of P (ξD | w) — in other words, how likely is

the demonstrated trajectory ξD given that the human’s reward function parameters are w?

Boltzmann Rational Model. DemPref is not tied to any specific choice of the human model in

Equation (3.3), but we do want to highlight the Boltzmann rational model that is commonly used in

inverse reinforcement learning [226, 164]. Under this particular model, the probability of a human

demonstration is related to the reward associated with that trajectory:

P (ξD | w) ∝ exp
(
βDRw(ξD)

)
(3.4)

= exp
(
βDfw(Φ(ξD))

)
. (3.5)

Here βD ≥ 0 is a temperature hyperparameter, commonly referred to as the rationality coefficient,

that expresses how noisy the human demonstrations are, and we substituted Equation (3.1) for R.

Leveraging this human model, the initial belief over w given the offline demonstrations becomes:

b0(ω) ∝ exp

(
βD ·

∑
ξD∈DD

fw(Φ(ξD))

)
P (w) (3.6)

Summary. Human demonstrations provide an informative but imprecise understanding of w. Be-

cause these demonstrations are collected passively, the robot does not have an opportunity to inves-

tigate aspects of w that it is unsure about. We therefore leverage these demonstrations to initialize

b0, which we treat as a high-level prior over the human’s reward. Next, we will introduce how we up-

date this belief using best-of-many choice questions to remove uncertainty and obtain a fine-grained

posterior.

Updating the Belief with Proactive Queries

After initialization, DemPref iteratively performs two main tasks: actively choosing the right

preference query Q to ask, and applying the human’s answer to update b. In this section we focus

on the second task: updating the robot’s belief b. We will explore how robots should proactively

choose the right question in Sections 4.1 and 4.2 under Chapter 4.

Posterior. The robot asks a new question at each iteration i ≥ 1. Let Q(i) denote the i-th best-

of-many choice query, and let q(i) be the human’s response to this query.1 Again applying Bayes’

1For the ease of notation, we will slightly abuse the notation and use q(i) as a random variable when the user’s
response has not been elicited yet, and as a constant after their response is revealed. Similarly, we will use Q(i) as an
optimization variable when we are optimizing for the next query in Chapter 4, but it will be a constant as soon as
the query is made to the user.
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Theorem, the robot’s posterior over w becomes:

bi(w) ∝ P (q(1), . . . , q(i) | Q(1), . . . , Q(i), w) · b0(w) , (3.7)

where b0 is the prior initialized using human demonstrations. We assume that the human’s re-

sponses q are conditionally independent, i.e., only based on the current query and reward function

parameters. Equation (3.7) then simplifies to:

bi(w) ∝ b0(w) ·
i∏

i′=1

P (q(i
′) | Q(i′), w) (3.8)

We can equivalently write the robot’s posterior over w after asking i questions as:

bi(w) ∝ P (q(i) | Q(i), w) · bi−1(w) (3.9)

Human Model. In Equation (3.9), P (q(i) | Q(i), w) denotes the probability that a human with

reward function parameters w will answer query Q(i) by selecting trajectory q(i) ∈ Q(i). Put another

way, this likelihood function is a probabilistic human model, and previous work demonstrated the

importance of modeling imperfect human responses [129]. One way to do this is to model a noisily

optimal human as selecting q(i) from a strict best-of-many choice query Q(i) by

P (q(i) = Q
(i)
j | Q

(i), w) =
exp(βCRw(Q

(i)
j ))∑|Q(i)|

j′=1 exp(βCRw(Q
(i)
j′ ))

, (3.10)

where βC is the rationality coefficient for comparisons. We call the query strict because the human

is required to select one of the trajectories. This model, backed by neuroscience and psychology

[81, 147, 28, 146], is routinely used [36, 100, 196, 211]. It is also known as the multinomial logits

(MNL) model [67].

Although we present this human choice model and use its variants in most of the subsequent

sections, our DemPref approach is agnostic to the specific choice of P (q(i) | Q(i), w) — we test

different human models in our experiments presented in Section 4.2. For now, we simply want to

highlight that this human model defines the way users respond to queries.

Having defined the learning algorithm that incorporates both demonstrations and best-of-many

choices, and a human model, we now have a computational method of learning reward functions

from comparative feedback in addition to demonstrations. In Sections 4.1 and 4.2, we will boost

the data-efficiency of this algorithm by developing active querying techniques. We also defer our

experiments to those sections. Prior to them in the subsequent sections of this chapter, we will

extend this framework to other forms of comparative feedback and relax some of the assumptions.

The next section relaxes the parametric reward assumption.
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3.2 Learning Non-parametric Rewards via Pairwise Compar-

isons

In Section 3.1, we showed a Bayesian learning approach that incorporates demonstrations and best-

of-many choice queries. An important assumption we made is that the reward function is a para-

metric function of some known trajectory features. One might think that this is general enough,

because we did not impose any other constraints on the functional form, so for example, deep neural

networks could be good enough in most practical applications. However, computational issues often

arise in practice: since we are taking a Bayesian learning approach, learning becomes infeasible as

the number of parameters to learn increases. Given that deep neural networks often contain large

number of learnable parameters, this means the approach is limited to simple functional forms. In

fact, we will mostly focus on linear reward functions when we present our experiments as in the

prior work [1, 155, 226].

Alternative approaches to Bayesian learning includes training a deep neural network using

gradient-based optimization methods with a loss function that minimizes the log-likelihood where

the likelihood simply comes from our belief distribution b [120]. However, these approaches are

usually limited in the sense that they only give a point-estimate of the reward function, whereas

the Bayesian learning approach enables us to model the uncertainty by learning a distribution over

reward functions. Motivated by this, we relax the parametric reward function assumption by ex-

plicitly learning a distribution over reward functions using Gaussian processes (GP) in this section.

To do this, we focus on a special case of best-of-many choice queries with |Q| = 2, i.e., pairwise

comparisons where users just compare two trajectories and choose their favorite. Our results, which

we again defer until we present the corresponding active querying methods in Section 4.3, show this

significantly improves the expressive power of the learned reward function.

3.2.1 Related Work

Gaussian process regression. In the machine learning literature, González et al. [97] and Chu and

Ghahramani [73] proposed methods for preference-based Bayesian optimization and GP regression,

respectively, but they were not collecting data actively. Furthermore, González et al. [97] required to

regress a GP over 2d-dimensions to model a d-dimensional function, which causes a computational

burden. More relevantly, Houlsby et al. [113] presented an active method for preference-based GP

regression. However, similar to [97], the regression was over a 2d-dimensional space where the learned

model predicts the outcome of a comparison rather than outputting a reward value. Jensen and

Nielsen [116] showed how to update a GP with preference data, but the active query generation

was not an interest. Kapoor et al. [119] developed an active learning approach for classification

with GPs. This is a specific case of our problem, as the labels in classification are consistent, i.e.,

the labels assigned to the samples in the dataset, even if they are incorrect, do not change during



3.2. LEARNING NON-PARAMETRIC REWARDS VIA PAIRWISE COMPARISONS 17

training. In our case, the user can respond to the same pairwise comparison query inconsistently

depending on their noise model. Houlsby et al. [112] and Daniel et al. [80] proposed active GP fitting

methods for classification and reward learning, respectively. While the latter focused on robotics

tasks, they were not preference-based. Hence, they may be infeasible in many applications as it is

difficult for humans to assign actual reward values.

In this section, we study a method for preference-based GP regression that learns from pairwise

comparisons, and extend it with active query generation in Section 4.3. This method does not

require the humans to assign actual reward values to the trajectories for fitting the GP.

3.2.2 Formulation

We again model the environment the robot is going to operate in as a discrete-time finite-horizon

MDP. We use st ∈ S to denote the state and at ∈ A for the action (control inputs) at time t.

A trajectory ξ ∈ Ξ within this MDP is a sequence that consists of the state and actions: ξ =

(s0, a0, s1, a1, . . . , sT , aT ), where T is the finite time horizon.

We assume a reward function over trajectories, R : Ξ → R, that encodes the human user’s

preferences about how they want the system to operate.

We assume the reward function R can be formulated as R(ξ) = f(Φ(ξ)), where Φ : Ξ → Rd

defines a set of trajectory features, e.g. average speed and minimum distance to the closest car in a

driving trajectory. However, we emphasize that this formulation of R enables a more general form

of functions that does not require strong assumptions – such as linearity in the features – which is

commonly put in place when learning reward functions (as in [1, 155, 226]). We use a GP to model

f , which allows us to avoid strong assumptions about the form of f .2

Our goal is to learn this more general form of reward functions using preference data in the form

of pairwise comparisons. The robot will demonstrate a query Q consisting of two trajectories, ξ1

and ξ2 as shown in Figure 3.3 with blue and green curves, to the user, and will ask which trajectory

they prefer. The user will respond to this query based on their preferences. The user’s response

provides useful information about the underlying preference reward function R. Of course, we

cannot assume human responses are perfect for every query, so we model the noise in their responses

using the commonly adopted probit model (an alternative to the human choice model we presented

in Equation (3.10)), which assumes humans make a binary decision between the two trajectories

noisily based on the cumulative distribution function (cdf) of the difference between the two reward

values:

P (q = ξ1 | Q = {ξ1, ξ2}) = P (R(ξ1)−R(ξ2) > ϵ) , (3.11)

where q ∈ Q denotes the user’s choice, and ϵ ∼ N (0, 2σ2
C) for some standard deviation σC

√
2.

2Due to computation reasons, we assume d is small. Compared to previous works which assume R to be linear in
features or a small dimensional parameter space for parametric reward functions, this is a very mild assumption.
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Human Teacher

2

1

Figure 3.3: The user is trying to teach the robot how to play a variant of mini-golf, where the reward differs
among eight targets. In preference-based learning, instead of trying to design a reward function by hand
or controlling the robot to provide demonstrations, the user simply compares two demonstrated trajectories
on the robot. Here, ξ1 and ξ2 demonstrate two trajectories that correspond to hitting the ball towards the
blue or green targets.

Therefore, equivalently:

P (q = ξ1 | Q = {ξ1, ξ2}) = Φ

(
R(ξ1)−R(ξ2)√

2σC

)
, (3.12)

where Φ is the cumulative distribution function of the standard normal. This is an example of a

Thurstonian model [149].

Having defined the problem setting, we are now ready to present our method for learning ex-

pressive reward functions using GPs.

3.2.3 Our Approach

In this section, we first give some background information about Gaussian Processes. We then

introduce preference-based GP regression, where we show how to update a GP with the results

of pairwise comparisons. We will present our approach to active preference query generation in

Section 4.3, where we discuss how to find the most informative query that accelerates the learning.3

3We make our Python code for preference-based GP regression and active query generation publicly available at
https://github.com/Stanford-ILIAD/active-preference-based-gpr.
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To simplify the notation, we replace Φ(ξ) with Φ, with superscripts and subscripts when needed in

this subsection and the related appendices.

Gaussian Processes

We start by introducing the necessary background on GPs for our work. We refer the readers to

[166] for other uses of GPs in machine learning.

Suppose we have a finite trajectory space Ξ = {Φ(i)}|Ξ|
i=1, where Φ

(i) ∈ Rd is the features of the

ith trajectory according to some arbitrary indexing in Ξ. We employ a probabilistic point of view

for f by modeling it using a GP, which enables us to model nonlinearities and uncertainties well

without introducing parameters. We have:

P (f | µ,K) =
exp

(
− 1

2 (f − µ)⊤K−1(f − µ)
)

(2π)|Ξ|/2|K|1/2
, (3.13)

where f = [f(Φ(1)), f(Φ(2)), . . . , f(Φ(|Ξ|))]⊤, µ and K are the mean vector and the covariance matrix

of the GP distribution for the |Ξ| items in the dataset. Put it in another way, f follows a multivariate

distribution. The covariance matrix depends on the used kernel. In this work, we use a variant of

radial basis function (RBF) kernel with hyperparameter ϑ:

k(Φ(i), Φ(j)) = exp
(
−ϑ∥Φ(i) − Φ(j)∥22

)
− k̄(Φ(i), Φ(j)),

k̄(Φ(i), Φ(j)) = exp
(
−ϑ∥Ψ(i) − Φ̄∥22 − ϑ∥Φ(j) − Φ̄∥22

)
,

where Φ̃ ∈ Rd is an arbitrary point for which we assume f(Φ̃) = 0. This helps in practice because

the query responses only depend on the relative difference between the two reward function values

at the trajectories, i.e., f(Φ)+ ϵ for any ϵ ∈ R would have the same likelihood for a dataset as f(Φ).

By setting f(Φ̃) = 0 for some arbitrary Φ̃ ∈ Rd, we dissolve this ambiguity. It does not introduce an

assumption because for any function f ′ and for any point Φ̃, one can define f(Φ) = f ′(Φ) − f ′(Φ̃)
without loss of generality—both f ′ and f will encode the same preferences. Finally, this variant of

the RBF kernel is still positive semi-definite, because it is equivalent to the covariance kernel of a

GP which is initialized with an initial data point and a standard RBF kernel prior.

Preference-based GP Regression

Although the previous subsection was needed to explain how GPs work, we only focus on preference-

based learning without any demonstrations in this section. In preference-based learning with pairwise

comparisons, we have a dataset DC = (Q(i), q(i))
|DC |
i=1 = ((Φ

(i)
1 , Φ

(i)
2 ), q(i))

|DC |
i=1 , consisting of pairs of

trajectory features Φ
(i)
1 , Φ

(i)
2 ∈ Rd, and user responses q = (q(i))

|DC |
i=1 , where q(i) ∈ {Q(i)

1 , Q
(i)
2 }

indicates whether the user preferred Φ
(i)
1 or Φ

(i)
2 . Accordingly, K is now a 2|DC | × 2|DC | matrix,
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whose rows and columns correspond to Φ
(i)
j ,∀i ∈ {1, . . . , |DC |},∀j ∈ {1, 2}. Similarly, µ is a 2|DC |-

vector. Using a Bayesian approach to update the GP with new preference data (Q(i), q(i)) gives:

P (f | µ,K, Q(i), q(i)) ∝ P (q(i) | f,µ,K, Q(i))P (f | µ,K, Q(i))

= P (q(i) | f,Q(i))P (f | µ,K). (3.14)

Here, the first term is just the probabilistic human response model given in Equation (3.12), and the

second term is Equation (3.13). However, this posterior does not follow a GP distribution similar

to Equation (3.13), and becomes analytically intractable [116].

Prior works have shown it is possible to perform some approximation such that the posterior is

another GP [116, 166]. The most common approximation techniques are:

1. Laplace approximation, where the idea is to model the posterior as a GP such that the mode

of the likelihood is treated as the posterior mean, and a second-order Taylor approximation

around the maximum of the log-likelihood gives the posterior covariance. This technique is

computationally very fast.

2. Expectation Propagation (EP), where the idea is to approximate each factor of the product

by a Gaussian. EP is an iterative method that processes each factor iteratively to update the

distribution to minimize its KL-divergence with the true posterior. While it is more accurate

than Laplace approximation, it is slower in practice [156].

In this section, we use the former for its computational efficiency. Hence, we now show how to

compute the quantities for Laplace approximation, i.e., posterior mean and covariance.

Finding the posterior mean. We use the mode of the posterior as an approximation to the

posterior mean:

f̂ = argmax
f

(log (P (q | Q, f)) + log (P (f | Q,µ,K))) , (3.15)

where Q denotes the queries that correspond to the responses q. Because the preference data are

conditionally independent, the first term can be written as:

log (P (q | Q, f)) =
|DC |∑
i=1

logP (q(i) | Q(i), f)

=

|DC |∑
i=1

log Φ

(
f(Φ

(i)
1 )− f(Φ(i)

2 )√
2σC

)

due to Equation (3.12). Adopting a zero-mean prior for f , we can write the second term of the
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optimization (3.15) as:

log (P (f | Φ),µ,K) = −1

2
log|K| − |DC | log 2π −

1

2
f⊤K−1f

Armed with these two expressions, we can now optimize the log-likelihood and thus find the mode

of it to approximate the posterior mean.

Finding the posterior covariance matrix. Following [166], and omitting the derivation details

for brevity, the posterior covariance matrix is K̂ = (K−1 +W)−1 where W is the negative Hessian

of the log-likelihood:

Wij = −
∂2 log (P (q | Q, f))

∂f (i)∂f (j)
.

Now, we know how to approximate the posterior mean and the posterior covariance for the

Laplace approximation of Equation (3.14). This allows us to model and update the reward with

preference data using a GP.

We also want to perform inference from this approximated GP. Inference is not only useful for

active query generation as we will show in Section 4.3, but it also enables us to compute the reward

expectations and variances given a trajectory.

Inference. Given two points Φ∗
1, Φ

∗
2 ∈ Rd, we want to be able to compute the expected mean

rewards µ∗ and also the covariance matrix between those two points K∗, both of which will be

useful for active query generation in Section 4.3. These are given by:

µ∗ = E [f∗ | Q,q, Φ∗
1, Φ

∗
2] = k∗⊤K−1f , (3.16)

where k∗ is a 2 × 2|DC | matrix whose ith row consists of k(Φ∗
i , Φ

(j)
1 ) and k(Φ∗

i , Φ
(j)
2 ) values for

j ∈ {1, . . . , |DC |}, and

K∗ = K0 − k∗
(
I2|DC | +WK

)−1
Wk⊤∗ , (3.17)

where K0ij = k
(
Φ∗
i , Φ

∗
j

)
is a 2× 2 matrix, I2|DC | is the 2|DC | × 2|DC | identity matrix.

Having a way to find the posterior mean and covariance as well as to perform inference means

we now know how to learn a reward function modeled using a GP. In practice, the posterior mean

can be used as a point estimate of the reward function, and the posterior covariance is useful for

modeling the uncertainty over rewards. In the next section, we incorporate ordinal feedback on

top of pairwise comparisons (as in [74]), which also enables us to define a region of avoidance for

safety-critical applications.
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Figure 3.4: The Atalante exoskeleton, designed by Wandercraft, has 12 actuated joints, 6 on each leg. The
experiments explore four gait parameters: step length, step duration, pelvis roll, and pelvis pitch.

3.3 Incorporating Ordinal Feedback along with Comparisons

Learning from comparative feedback naturally involves demonstrating some suboptimal trajectories

to the human expert. In some cases, this might be problematic. For example, suppose we are

trying to learn optimal gait parameters of a lower body exoskeleton (see Figure 3.4) where each

gait corresponds to a trajectory. The human user who will give the comparison feedback will wear

this exoskeleton and make comparisons about how comfortable they feel. Asking them comparison

questions that involve highly suboptimal trajectories will cause them to feel uncomfortable and/or

unsafe. In practice, we need to avoid this as much as possible.

Although we only focus on learning from offline datasets in this chapter and defer active compar-

ison data collection until Chapter 4, we now present how we can define such regions in the trajectory

space Ξ to avoid by utilizing ordinal feedback (in addition to pairwise comparisons) from humans.

More formally in this section, we denote this region of undesirable trajectories as the “Region

of Avoidance” (ROA) and the region of remaining trajectories as the “Region of Interest” (ROI).

In prior work on the highly-related area of safe exploration [185, 174, 30, 187], unsafe trajectories

(or actions, or parameters) are considered to be catastrophically bad and therefore must be avoided

completely. However, the resulting algorithms can be overly conservative in settings such as ours,

where occasionally sampling from bad regions is tolerable.

This section, together with Section 4.4, proposes the Region of Interest Active Learning (ROIAL)

algorithm, a novel active learning framework which queries the user for qualitative (ordinal) or

preference (comparative) feedback to locate the ROI and estimate the reward function as accurately

as possible over the ROI. In this section, we describe the learning algorithm, and Section 4.4 focuses

on active querying.

The vast majority of prior work on preference learning obtains at most 1 bit of information

per pairwise comparison query [112, 193, 192, 216, 91, 190, 207, 161, 186, 29]. ROIAL additionally
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learns from ordinal labels [74], which assign trajectories to discrete ordered categories such as “bad,”

“neutral,” and “good.” Ordinal feedback enables ROIAL to both: 1) locate the ROI by learning

the boundary between the least-preferred category (ROA) and remaining trajectories (ROI), and 2)

estimate the reward function more efficiently within the ROI. Compared to the 1 bit of information

obtained per pairwise comparison query, each ordinal query yields up to log2(|Bo|) bits of information

where Bo is the set of ordinal labels. Since ordinal feedback is identical for trajectories within each

ordinal category, pairwise comparisons provide finer-grained information about the reward function’s

shape within the categories.

We describe the learning algorithm that performs GP regression using both pairwise comparisons

and ordinal feedback, and learns the ROA in the subsequent subsections. In Section 4.4, we extend

it with active query generation to complete the description of the ROIAL algorithm, and validate it

both in simulation and experimentally using the aforementioned lower-body exoskeleton task.

3.3.1 Formulation

We again consider a learning problem over a finite (but potentially-large) trajectory space Ξ, with

a trajectory feature function Φ : Ξ → Rd. Each trajectory ξ ∈ Ξ is assumed to have an un-

derlying reward to the user, R(ξ) = f(Φ(ξ)). The algorithm aims to learn the unknown re-

ward function R : Ξ → R. The trajectories’ rewards can be written in the vectorized form

f := [f(Φ(ξ(1))), f(Φ(ξ(2))), ..., f(Φ(ξ(|Ξ|)))]⊤, where {ξ(j) | j = 1, . . . , |Ξ|} are the trajectories in

Ξ.

Specific to this section, we slightly change the comparison dataset structure: instead of having

pairwise comparisons between two arbitrary trajectories, we assume the human user experiences (or

watches) trajectories one by one and compares each trajectory to the previous one. This choice

is made as it is more natural and time-efficient for the lower-body exoskeleton task we mentioned.

However mathematically, this does not change anything: the learning algorithm could still handle

pairwise comparison datasets with arbitrary trajectories as in the previous sections.

Accordingly, we let ξ(i) ∈ Ξ be the trajectory selected in trial i. We receive qualitative information

about f after each trial i, consisting of an ordinal label q
(i)
o and a comparison between ξ(i) and ξ(i−1)

for i ≥ 2. We use ξ(i1) ≻ ξ(i2) to denote a preference for trajectory ξ(i1) over ξ(i2), and following each

trial i, collect these pairwise comparisons into a dataset D(i)
C = {ξ(i1) ≻ ξ(i2) | i = 1, 2, ..., |DC |}.

The ordinal labels are similarly collected into D(i)
O = {(ξ(i), q(i)o ) | i = 1, 2, ..., |DO|}. Again assuming

no expert demonstrations in this section, the full user feedback dataset after iteration i is defined as

D(i) := D(i)
C ∪ D

(i)
O .

Ordinal feedback assigns one of pre-determined ordered labels to each sampled action. These

(possibly noisy) labels are assumed to reflect ground truth ordinal categories (e.g., “bad,” “neutral,”

“good,” etc.), which partition Ξ into the sets that correspond to each ordinal label. We define the

region of avoidance (ROA) as the trajectories that would fall into the set of lowest ordinal label. For
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instance, in the lower-body exoskeleton setting, it consists of gaits that make the user feel unsafe or

uncomfortable. Similarly, the ROA could be defined as the union of multiple sets that correspond

to the bottom ordinal labels. We define the region of interest (ROI) as the complement of the ROA,

i.e., Ξ \ ROA.

3.3.2 Learning Algorithm

This subsection describes the learning algorithm, which leverages qualitative human feedback to

estimate the ROI and reward function (code available at https://github.com/kli58/ROIAL). We

first discuss Bayesian modeling of the reward function, and then explain the procedure for rendering

it tractable in high dimensions. We then detail the process for estimating the ROI.

Bayesian Posterior Inference

To simplify notation, this section omits the iteration i from all quantities. Given the feedback dataset

D = DC ∪ DO, the utilities f have posterior:

P (f | DC ,DO) ∝ P (DC | f)P (DO | f)P (f), (3.18)

where P (f) is a Gaussian prior over the utilities f :

P (f) =
1

(2π)|Ξ|/2|K|1/2
exp

(
−1

2
f⊤K−1f

)
,

in which K ∈ R|Ξ|×|Ξ|, Kjj′ = k(Φ(ξ(j)), Φ(ξ(j
′))), and k is a kernel of choice. This section and

Section 4.4 use the squared exponential kernel.

Comparison feedback. We assume that the users’ preferences are corrupted by noise as in [73],

such that:

P (ξ(1) ≻ ξ(2) | f) = gC

(
f(Φ(ξ(1)))− f(Φ(ξ(2)))

σC

)
, (3.19)

where gC : R → (0, 1) is a monotonically-increasing link function, and σC > 0 quantifies noisiness

in the comparisons. Note that this is a generalized version of the Thurstonian model we used in

Equation (3.12).

Ordinal feedback. We define set of thresholds Bo such that −∞ = Bo0 < Bo1 < Bo2 < . . . < Bo|Bo| =

∞. These thresholds partition the trajectory space into |Bo| ordinal categories Bo1,Bo2, . . . ,Bo|Bo|.

For any ξ ∈ Ξ, if f(Φ(ξ)) < Bo1 , then ξ ∈ Bo1, and ξ has an ordinal label of 1. Similarly, if

Boj ≤ f(Φ(ξ)) < Boj+1, then ξ ∈ Boj+1, and ξ corresponds to an ordinal label of j + 1. We assume
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that the users’ ordinal labels are corrupted by noise as in [74], such that:

P (qo | f , ξ) = gO

(
Boqo − f(Φ(ξ))

σO

)
− gO

(
Boqo−1 − f(Φ(ξ))

σO

)
, (3.20)

where gO : R→ (0, 1) is a monotonically-increasing link function, and σO > 0 quantifies the ordinal

noise.

Assuming conditional independence of queries, the likelihoods P (DC | f) and P (DO | f) are:

P (DC | f) =
|DC |∏
i=1

gC

(
f(Φ(ξ(i1)))− f(Φ(ξ(i2)))

σC

)
,

P (DO | f) =
|DO|∏
i=1

gO
Boq(i)o

− f(Φ(ξ(i)))

σO

− gO
Boq(i−1)

O

− f(Φ(ξ(i)))

σO

 .
Our simulations and experiments in Section 4.4.2 fix the hyperparameters σC , σO, and {Boj | j =

1, . . . , |Bo| − 1} in advance. One could also estimate them during learning using strategies such

as evidence maximization, but this can be computationally very expensive, especially with large

trajectory spaces.

Common choices of link function (gC and gO) include the Gaussian cumulative distribution

function [73, 74] and the sigmoid function, g(x) = (1 + e−x)−1 [192]. We model feedback via

the sigmoid link function because empirical results suggest that a heavier-tailed noise distribution

improves performance. We use the Laplace approximation to approximate the posterior as Gaussian

as in Section 3.2: P (f | D(i)) ≈ N (f̂ (i), K̂(i)) [209].

High-Dimensional Tractability

Calculating the model posterior is the algorithm’s most computationally expensive step, and is in-

tractable for large trajectory spaces. Most existing work in high-dimensional Gaussian process learn-

ing requires quantitative feedback [118, 200]. Previous work in preference-based high-dimensional

Gaussian process learning [192] restricts posterior inference to one-dimensional subspaces. How-

ever, the approach in [192] is more amenable to the regret minimization problem because each

one-dimensional subspace is biased toward regions of high posterior reward. Instead, to increase the

online computing speed over high-dimensional spaces, in each iteration i we select a subset Ξ
(i)
S ⊂ Ξ

of trajectories uniformly at random, and evaluate the posterior only over Ξ
(i)
S .

Estimating the Region of Interest

Since we lack prior knowledge about the ROI, it must be estimated during the learning process.

In each iteration i, we model the ROI as the following set of trajectories: {ξ ∈ Ξ | f̂ (i−1)(Φ(ξ)) +

εσ̂(i−1)(ξ) > Bo1}, where σ̂(i−1)(ξ) is the posterior standard deviation associated with ξ. The variable
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ε is a user-defined hyperparameter that determines the algorithm’s conservatism in estimating the

ROI; positive ε’s are optimistic, while negative ε’s are more conservative in avoiding the ROA. In

practice, we evaluate trajectories in the randomly-selected subset Ξ
(i)
S and define Ξ

(i)
ROI = {ξ ∈ Ξ

(i)
S |

f̂ (i−1)(Φ(ξ)) + εσ̂(i−1)(ξ) > Bo1} in each iteration i. Note that this definition is optimistic, whereas

safe exploration approaches use pessimistic definitions [185, 174, 30, 187].

Summary

In Section 3.2, we studied a GP regression method that uses pairwise comparisons. In this section,

we extended it with ordinal feedback, and defined region of avoidance (ROA) and region of interest

(ROI) based on the ordinal categories. Together, these two sections present a computational method

of learning non-parametric reward functions from pairwise comparisons and ordinal feedback. We

will extend these methods with active querying in Chapter 4 and present experiment results that

include the lower-body exoskeleton task we mentioned in the beginning of this section. The sub-

sequent sections in this chapter goes back to parametric reward functions and focuses on reward

learning algorithms that make use of other forms of comparative feedback. Since the Bayesian learn-

ing approach is maintained, they can be easily extended to non-parametric reward functions with

GPs via Laplace approximation as long as the reward function is stationary and unimodal.4

3.4 More Expressive Feedback: Scale Questions

In Section 3.1, we introduced best-of-many choice queries and presented a Bayesian approach for

learning parametric reward functions using them along with expert demonstrations. In Sections 3.2

and 3.3 we focused on a special case of best-of-many choice queries where the user is presented with

only 2 options, making it a pairwise comparison question between the options. Using this special

case, we showed how we can learn non-parametric reward functions by modeling them as Gaussian

processes, optionally along with ordinal feedback.

Pairwise comparisons, or best-of-many choices in general, although simple to collect, are limiting

in a number of ways. Consider the example shown in Figure 3.5, where a robot is tasked to serve

a drink to a customer. The customer might have different preferences over the type of drink to

have (milk, orange juice, or water), or the specifics of the trajectory the robot takes (e.g., if it goes

over the stove or around it which can affect the temperature of the drink or the likelihood of the

robot accidentally hitting the pan handle). A strict pairwise comparison between two trajectories,

although minimizing interface complexity and mental effort for the user, does not really capture

these intricacies of human preferences. In addition, when the user is indifferent towards both options,

4In fact, best-of-many choice queries as presented in Section 3.1 could also be used for GP regression. However,
we intentionally focused on pairwise comparisons as we adopt them later when we introduce active query generation
in Sections 4.3 and 4.4.



3.4. MORE EXPRESSIVE FEEDBACK: SCALE QUESTIONS 27

Figure 3.5: Scale feedback allows users to provide finely detailed comparisons between different options.

learning becomes difficult since users may become noisier in their responses. We thus need to have

a more expressive way of collecting data from humans.

Several works, e.g., Holladay et al. [110] and Basu et al. [22], investigate modifications of learning

from pairwise comparisons where users can also answer About Equal (which we also experiment with

in Section 4.2). These two forms of pairwise comparison feedback are usually referred to as strict

and weak pairwise comparisons. When the user chooses the neutral answer, the robot learns to

assign about equal reward to the presented trajectories.

In the proposed scale feedback framework in this section, we take the weak pairwise comparisons

approach one step further: Instead of three discrete values for feedback (prefer A, prefer B, neutral)

users give quasi-continuous feedback. Our key insight is that allowing users to provide a scaled

approach on a slider (as shown in Figure 3.5) can provide a more expressive medium for learning

from humans and capture nuances in their preferences. This allows the user to indicate how much

they prefer one option over the other.

Slider bars have been used in robotics for tuning parameters [163]. More related to our work, Cabi

et al. [56] proposed using them for reward sketching. Instead of assigning a numerical preference

between presented options, users continuously indicate the robot’s progress towards some goal.

However, this requires users to assign scores to different parts of trajectories. Developing the scale

feedback for preference-based learning, we retain the ease of comparing trajectories.

To this end, we propose scale feedback as a new mode of interaction: Instead of a strict question

on which of the two proposed trajectories the user prefers, we allow for more nuanced feedback using

a slider bar. We design a Gaussian model for how users provide scale feedback, and learn a reward

function capturing human preferences. Similar to Section 3.1 and prior work in robotics, we assume

this reward is a parametric function of a set of trajectory features [1, 206, 159, 110], where the main

task of learning from scale feedback is to recover the parameters of this reward function.
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We demonstrate the performance benefit of scale feedback over pairwise comparisons in a driving

simulation. Further, we investigate its practicality in two user studies with the real robot experiment

shown in Figure 3.5. Our results suggest scale feedback leads to significant improvements in learning

performance. We present these simulation and experiment results in Chapter 4 after we develop the

active querying methods for scale feedback in Section 4.5.

3.4.1 Formulation

We now introduce the notation we use in this section and formulate the learning from scale feedback

problem.

Reward function. We again consider the scenario where a robot needs to learn a reward function

from a user, for example for customizing its behavior to the preferences of the user. We assume

the user evaluates robot trajectories ξ ∈ Ξ from a potentially infinite trajectory space Ξ based on a

vector of features Φ(ξ) ∈ Rd. Similar to Section 3.1 and prior works in robotics [1, 206, 159, 110],

we define a parametric reward function R that assigns a numerical value to any trajectory ξ:

Rw(ξ) = fw(Φ(ξ)) . (3.21)

These features are usually provided by a domain expert incorporating the core factors that the

reward needs to capture, e.g., collision with other objects, or distance to the goal.

Further, we assume in this section the robot has access to a motion planner that finds an optimal

trajectory given reward function parameters, i.e., the planner is a (deterministic) function ρ where

ρ(w) = argmaxξ∈ΞRw(ξ).

Regret. Similar to [207], we define the regret between any two parameter sets (w,w′) as the

difference in the reward w′ assigns to the trajectories ρ(w) and ρ(w′):

R(w,w′) = Rw′(ρ(w′))−Rw′(ρ(w)) , (3.22)

which quantifies the suboptimality when the true weights are w′, but the trajectory is optimized

using w.

Learning. Let w∗ denote the true weights for the reward function. These weights are not known

to the robot; the only information initially available is a prior distribution b0 = P (w = w∗), which

might be initialized using offline demonstrations as in Section 3.1. The robot learns w∗ by iteratively

presenting the user with two trajectories Q(i) =
(
ξ
(i)
1 , ξ

(i)
2

)
for iterations i ∈ {1, 2, . . .}. We extend

the learning from pairwise comparisons framework, where users simply indicate the trajectory they

prefer, to a setting where they instead provide a more finely detailed scale feedback.

Scale Feedback. Presented with two trajectories ξ1 and ξ2, the user returns numerical feedback

q ∈ [−1, 1]. If q = 0, this means the user has no preference between the trajectories, q = 1 equals a

strong preference for trajectory ξ1 and q = −1 a strong preference for trajectory ξ2.
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From an interface design and expressiveness perspective, it is undesirable to have users give a

numerical value for q. Instead, they can express such a feedback with a slider bar with a more

fine-grained set of options. An example is illustrated in Figure 3.5. We let DS = {(Q(i), q(i)}|DS |
i=1 =

{(ξ(i)1 , ξ
(i)
2 , q(i))}|DS |

i=1 be the set of recorded scale feedback from the user.

Performance Measures. Let ŵ be the robot’s estimate of w∗. We consider two performance

metrics. One is alignment of parameters [171, 38], Alignment = ŵ·w∗

∥ŵ∥·∥w∗∥ , measuring the cosine

similarity of vectors ŵ and w∗, i.e., how well the parameters of the user’s reward function are

learned. Alternatively, Wilde et al. [207] proposed the relative error in cost. We adapt this as the

Relative Reward = Rw∗ (ρ(ŵ))
Rw∗ (ρ(w∗)) , measuring how much the user likes the trajectory optimized for ŵ

compared to the one optimized for w∗.

Problem Statement. Given a robot motion planner ρ and a user whose preferences come from

the prior b0 = P (w = w∗), our goal in this section is to develop a learning model that maximizes

either of the performance measures by performing inference of reward function parameters from

scale feedback. Later in Section 4.5, we will develop an adaptive querying policy for querying the

user with maximally informative scale feedback questions for some number of rounds.

3.4.2 Our Approach

We now briefly review learning from pairwise comparisons from a new perspective, and then extend

the framework to scale feedback.

Pairwise Comparisons Feedback

When presented with two trajectories ξ1 and ξ2, a user returns an ordering ξ1 ⪰ ξ2 (ξ1 is preferred)

or ξ1 ⪯ ξ2 (ξ2 is preferred). In a noiseless setting, we have

Rw∗(ξ1)−Rw∗(ξ2) ≥ 0 ⇐⇒ ξ1 ⪰ ξ2 . (3.23)

That is, the trajectory ξ1 has a reward that is at least as high as that of ξ2 with respect to the hidden

true user weights w∗. Equation (3.23) already contains an observation model: If the user chooses

trajectory ξ1, the robot can infer that ξ1 has a higher reward with respect to w∗. This inequality

defines a subset in the parameter space: Λ(ξ1, ξ2) = {w | (Rw(ξ1) − Rw(ξ2)) ≥ 0} containing all

weights that are feasible given the observed user choice. Over |DC | iterations, we can intersect the

subsets Λ(ξ
(1)
1 , ξ

(1)
2 ), . . . ,Λ(ξ

(|DC |)
1 , ξ

(|DC |)
2 ) to obtain the feasible set F (|DC |). An example is shown

in Figure 3.6a for a linear reward function.

Scale Feedback

Scale feedback allows the robot to gain more information: the robot can also infer by how much the

user prefers ξ1, allowing for learning tighter feasible sets. We extend the model in (3.23) and show
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Figure 3.6: Different feasible sets learned from pairwise comparison and scale feedback under the linear
reward model. Shown is the updated weight space (green) after observing user feedback for one (ξ1, ξ2) pair.
If q̄ = 1, scale feedback enables us to learn a tighter half-space; when q̄ ∈ (0, 1), scale feedback enables us to
learn an equality, i.e., a hyperplane.

how a noiseless user would provide scale feedback and then study how a robot can learn from it.

Definition 1 (Maximum Reward Gap). Given true parameters w∗ for a user, the maximum reward

gap is

δ∗ = max
ξ1,ξ2∈Ξ

(Rw∗(ξ1)−Rw∗(ξ2)) . (3.24)

We notice that the maximum reward gap cannot be computed, since w∗ is unknown to the robot.

Nevertheless, we can formulate the user choice model and then derive an observation model.

User model. The maximum reward gap helps to define when a noiseless user would indicate a

strong preference. We assume this occurs if and only if the difference in reward of ξ1 and ξ2 with

respect to w∗ is at least ϱ∗δ∗ for some 0 < ϱ∗ ≤ 1. Here ϱ∗ is a saturation parameter which governs

at what reward difference (w.r.t. to the maximum gap) the user’s feedback gets saturated to a

strong preference. For any other (ξ1, ξ2) where |Rw∗(ξ1)−Rw∗(ξ2)| ∈ [0, ϱ∗δ∗), we assume the user

to linearly scale the noiseless response q̄ between −1 and 1, which leads to the following model.

Definition 2 (Noiseless User Model). Presented with two trajectories ξ1 and ξ2, a noiseless user

with the saturation parameter ϱ∗ ∈ (0, 1] will always provide the following feedback:

q̄ =


1 if Rw∗(ξ1)−Rw∗(ξ2) ≥ ϱ∗δ∗,

−1 if Rw∗(ξ2)−Rw∗(ξ1) ≥ ϱw
∗
δw

∗
,

Rw∗ (ξ1)−Rw∗ (ξ2)
ϱ∗δ∗ otherwise .

(3.25)

We illustrate the noiseless user model in Figure 3.7a under different saturation parameters ϱ∗.

In Figure 3.7b, we show a simulated example: for a fixed w∗ we simulate how users with different

values for ϱ∗ would provide scale feedback to the same 20 queries. For larger ϱ∗, they position the
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(a) User model for providing scale feedback with
ϱ∗ = 1 (blue) and ϱ∗ = 0.7 (green).

(b) Example slider feedback for different ϱ. The boxplots indicate
the four quartiles of the absolute slider values.

Figure 3.7: Noiseless user model.

slider closer to the neutral position. Finally, we derive an observation model for the noiseless user:

q̄ = −1 =⇒ Rw∗(ξ1)−Rw∗(ξ2) ≤ q̄ϱ∗δ∗

q̄ ∈ (−1, 1) =⇒ Rw∗(ξ1)−Rw∗(ξ2) = q̄ϱ∗δ∗,

q̄ = 1 =⇒ Rw∗(ξ1)−Rw∗(ξ2) ≥ q̄ϱ∗δ∗.

(3.26)

Figures 3.6b and 3.6c illustrate the resulting feasible sets from (3.26) for a linear reward model.

Moreover, we notice the user-specific and unknown parameters ϱ∗ and δ∗ always appear as a product.

Thus, this product can be seen as a single additional parameter, and the notion of feasible set F
can be readily extended to this augmented parameter space.

Probabilistic User Feedback

In practice, users are often noisy; they might consider additional or slightly different features than the

robot, not follow the parametric reward function, or simply be uncertain in some answers. Since we

cannot expect users to always provide slider feedback following (3.25), we introduce a probabilistic

model where we add uncertainty to the placement of the slider.

Another practical limitation is the fact that we cannot collect truly continuous feedback from

the users. Instead, the slider bar has a step size ν ∈ (0, 1] such that the user provides feedback of

the form nν for n ∈ Z and −ν−1 ≤ n ≤ ν−1. Note that ν → 0 retains the continuous scale feedback,

whereas ν = 1 gives the standard weak pairwise comparison model where the feedback is always in

{−1, 0, 1}.

Definition 3 (Probabilistic User Model). Given a user w∗ and a query (ξ1, ξ2), let q̄ be the user

feedback defined in the noiseless user model in (3.25). A probabilistic user using a slider bar with a

step size of ν then provides feedback

q = round(q̄ + ϵ, ν) (3.27)

where ϵ is a zero-mean Gaussian noise, i.e., ϵ ∼ N (0, σ2
S) with standard deviation σS, and round(x, ν)
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outputs nν closest to x such that n ∈ Z ∩ [−ν−1, ν−1].

Probabilistic Observation Model. Given the probabilistic user model, we now show how a robot

can infer about w∗ from scale feedback. In the noiseless case, user feedback defines a feasible set. For

the probabilistic case, we instead derive a distribution over w and ϱ. Let δ(w) = maxξ1,ξ2∈Ξ(Rw(ξ1)−
Rw(ξ2)), similar to (3.24). Then for 0 < ϱ ≤ 1, the belief is defined

P (w, ϱ | q̄, ξ1, ξ2) =


P̃ (w, ϱ | q̄, ξ1, ξ2) if q̄ ∈ (−1, 1),

P+(w, ϱ | q̄, ξ1, ξ2) if q̄ = 1,

P−(w, ϱ | q̄, ξ1, ξ2) if q̄ = −1,

(3.28)

where

P̃ (w, ϱ | q̄, ξ1, ξ2) ∝

1 if Rw(ξ1)−Rw(ξ2) = q̄ϱδ(w),

0 otherwise .
(3.29)

P+(w, ϱ | q̄, ξ1, ξ2) ∝

1 if Rw(ξ1)−Rw(ξ2) ≥ q̄ϱδ(w),

0 otherwise .
(3.30)

P−(w, ϱ | q̄, ξ1, ξ2) ∝

1 if Rw(ξ1)−Rw(ξ2) ≤ q̄ϱδ(w),

0 otherwise.
(3.31)

Given noisy user feedback q as in (3.27), we can define a probabilistic density function P (q̄ | q).
Together with (3.28) we derive a compound probability distribution

P (w, ϱ | q, ξ1, ξ2) =
∫ 1

−1

P (w, ϱ | q̄, ξ1, ξ2)P (q̄ | q)dq̄. (3.32)

where we can write P (q̄ | q) for q̄ ∈ [−1, 1] as

P (q̄ | q) ∝


Φ
(
q−q̄+ν/2

σS

)
if q = −1,

Φ
(
q̄−q+ν/2

σS

)
− Φ

(
q̄−q−ν/2

σS

)
if q ∈ (−1, 1),

Φ
(
q̄−q+ν/2

σS

)
if q = 1,

(3.33)

and P (q̄ | q) = 0 for q̄ ̸∈ [−1, 1]. Here, Φ denotes the cdf of the standard normal distribution.

Finally, given a dataset DS = {(ξ(i)1 , ξ
(i)
2 , q(i))}|DS |

i=1 and some prior b0(w, ϱ), the joint posterior is

b|DS |(w, ϱ) ∝ b0(w, ϱ)
|DS |∏
i=1

P (w, ϱ | q(i), ξ(i)1 , ξ
(i)
2 ). (3.34)



3.4. MORE EXPRESSIVE FEEDBACK: SCALE QUESTIONS 33

Here, we can factor b0(w, ϱ) as P (w)P (ϱ) by assuming w and ϱ are independent and we also have a

prior for ϱ∗. We can then take the expectation of the posterior P (w, ϱ | DS) as a point estimate of

the learned user model.

3.4.3 Algorithm Design

We now outline the learning algorithm. Over |DS | iterations: (i) the robot generates a query

(ξ
(i)
1 , ξ

(i)
2 ) (active query generation for scale feedback will be presented in Section 4.5), (ii) the

user provides scale feedback to the query in the form of the slider value q(i) (in the noiseless case,

q(i) = q̄(i)), and (iii) the robot updates its dataset and posterior using Equation (3.34). After

iteration |DS |, the algorithm returns the expected parameters ŵ = E [w | DS ].

Worst Case Error Bound

To compare scale feedback to pairwise comparisons, we establish a worst case bound on the perfor-

mance measures for both frameworks. We introduce the worst-case error as the maximum negative

performance measure, 1−Alignment(w,w∗) (the bounds also generalize to 1−Relative Reward(w,w∗),

but we use only Alignment for brevity). The constant in front ensures a positive value, which we

then discount with the posterior belief, given observations DS (or DC in the case of pairwise com-

parisons):

Errmax(w∗,DS) = max
w

b|DS |(w)(1− Alignment(w,w∗)) (3.35)

where b|DS |(w) is obtained by marginalizing the posterior b|DS |(w, ϱ) over ϱ. This describes the

worst w the robot could pick, discounted by the posterior distribution learned from data DS . In the

noiseless setting, this simplifies to maxw∈Λ 1− Alignment(w,w∗) where Λ is the feasible set.

Proposition 1 (Upper error bound). Let DS denote the dataset of scale feedback and DC be the

dataset of pairwise comparisons for the same set of queries (trajectory pairs). For any user weights

w∗, it holds in the noiseless setting that Errmax(w∗,DS) ≤ Errmax(w∗,DC).

The proof follows from the observation ΛScale ⊆ ΛChoice, i.e., scale feedback removes more volume

from the parameter space. Hence, the worst choice of an estimate ŵ given observations is guaranteed

to have a smaller worst-case error when using scale feedback. The full proof is in Appendix A.1.

We defer the simulation and user study results to Section 4.5 where we will also present an active

querying approach for scale feedback. In the remainder of this chapter, we move to more complex

settings where the reward functions to be learned are either multimodal or non-stationary.
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(a) Fetch robot putting a banana on one
of the three shelves. The two users have
different preferences, and so they provide
different rankings to the robot. The robot
needs to be able to model multimodal re-
ward functions for successfully achieving
the task.

(b) The red car does not observe the blue car due to the occluding
truck until it comes to the intersection. It is possible to avoid accident
by (left) completing the turn aggressively or (right) making a hard-
brake. An autonomous vehicle trying to learn from such mixture
data must be able to model multimodal reward functions for safe and
efficient driving.

Figure 3.8: Examples of why multimodal reward functions might be needed.

3.5 Learning Multimodal Rewards via Ranking Queries

Up to this point in the thesis, we focused on learning a unimodal reward function that models human

preferences on a target task. However, this unimodality assumption does not always hold: human

preferences are usually more complex and need to be captured via a multimodal representation.

Further, even if the preferences of a human are truly unimodal, we often use a mixture of data from

multiple humans, which can be difficult to disentangle, leading to multimodality.

As an example, consider a robot placing a banana on one of the three shelves (see Figure 3.8a).

The middle shelf is often used for fruits, but it has no room left and if the robot tries to put the

banana there, it may cause other fruits to fall. The top shelf has some space but it has been used

for cooked meals. The bottom shelf has a lot of free space, but is usually used only for toys. In such

a scenario, people may have very different preferences about what the robot should do. If we try to

learn a unimodal reward using data collected from multiple people, the robot is likely to fail in the

task, because the data will include inconsistent preferences.

As another example, consider the driving scenario presented in [59] (see Figure 3.8b), where

the red car attempts to make an unprotected left turn, but fails to observe the blue car occluded

behind a truck. An aggressive driver might accelerate and avoid the accident by completing the

turn before the blue car reaches the collision point. Similarly, a timid driver would move slowly and

brake sharply the moment it sees the blue car, which also prevents the accident. Even though both

modes can avoid the accident, a driving policy learned by a mixture of this data is likely to fail while

trying to comply with both modes. In fact, Cao et al. [59] demonstrated simply applying imitation
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learning using such a mixture data fails in this case, and a separation of different modes is needed.

One solution is of course to label the different modes in the data. For example, one could

separate the data based on the preferred shelf in the banana placing example, and learn different

reward functions for each shelf. However, this separation is not always straightforward. For example

in the driving example, it is unclear what should be labeled as aggressive or timid driving. Clustering

the data based on the human who provided the data is also not viable as it will introduce data-

inefficiency issues, and perhaps more importantly, humans are not always unimodal: a usually timid

driver can drive more aggressively when in a hurry.

These examples motivate us to develop methods that can learn multimodal reward functions

using datasets that are not specifically labeled with the modes. To this end, previous work proposed

learning from demonstrations to learn multimodal policies [107, 86] or reward functions with multiple

possible intentions [16, 165, 109]. However, learning from expert demonstrations is often extremely

challenging in robotics as we discussed in earlier sections, e.g., providing demonstrations on a robot

with high degrees of freedom is non-trivial [5], and humans have difficulty giving demonstrations

that align with their preferences due to their cognitive biases [21, 131]. Thus, it is desirable to

have methods that learn from other more reliable sources of data, e.g., pairwise comparisons of

trajectories [51, 22].

While learning from pairwise comparisons provides a rich source of data for learning reward

functions, the theoretical results by Zhao et al. [223] imply that extending the pairwise-comparison-

based reward learning techniques to multimodal reward functions is not possible, i.e. failure cases

can be constructed, where pairwise comparisons are not sufficient for identifying different modes of

a multimodal function. Our insight is that it is possible to learn a multimodal reward function by

going beyond pairwise comparisons and instead using rankings.

We want to emphasize this is a different problem from learning nonlinear rewards. Nonlinear

reward functions allow users to have multiple sets of desired behavior: a user may prefer both

aggressive and timid driving over a behavior that is in between which can cause an accident. However,

the existing methods that handle nonlinearities assume unimodal human feedback, which means the

user must have a consistent preference towards either of the modes. Therefore, either (aggressive

≻ timid ≻ accident) or (timid ≻ aggressive ≻ accident) is expected. In this work, we relax this

assumption and learn multimodal reward functions without requiring consistent rankings in the

dataset. Our framework allows both (aggressive ≻ timid ≻ accident) and (timid ≻ aggressive ≻
accident) to be in the dataset, and we recover both modes of the reward function.

To achieve this, we formulate multimodal reward learning as a mixture learning problem in this

section, and use rankings from humans to learn the mixture.
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Computational Models for Rankings

Before we move into formulation, we briefly review computational models for human rankings. In

the previous sections, we introduced different examples of such models for best-of-many choice

queries (Equation (3.10)), pairwise comparisons (Equations (3.10) and (3.12)), and scale queries

(Equation (3.25)). In fact, our best-of-many choice model is known as the multinomial logits (MNL)

model [67], and it has been widely used for human preferences in many fields [27, 211, 41, 26]

including robotics [171, 34, 22]. Similarly, the model is known as the Bradley-Terry model for the

special case of pairwise comparisons [66].

To extend these models to rankings, Plackett-Luce [150, 13] and Mallows models [144, 198, 145,

55] are commonly employed. In this section, we use the Plackett-Luce model as it is a natural

extension of MNL, which we already used in Section 3.1. We formalize this model in Section 3.5.1.

Learning Mixture Models from Rankings.

Our approach to learning multimodal reward functions is through mixture models, where we assume

the data come from different individual models with some unknown probabilities. Relatedly, previous

works considered mixtures of MNLs [82, 70], Plackett-Luce models [223], and Mallows models [139].

Other works adopt different methods to model multimodality, such as by assuming latent state

dynamics that transition between different modes [153] or by learning the different modes from

labeled datasets [59, 162]. To avoid these modeling assumptions, we focus on directly learning the

mixture model.

While Zhao et al. [223] have theoretically studied the mixture of Plackett-Luce choice models,

which also informs our algorithm in terms of the query sizes, they only focus on learning the rewards

of a discrete set of items. In this section, we deal with a continuous hypothesis space under a mixture

of Plackett-Luce models.

3.5.1 Formulation

Setup. We again consider a fully-observable dynamical system. A trajectory ξ in this system is a

series of states and actions, i.e., ξ = (s0, a0, . . . , sT , aT ). The set of feasible trajectories is Ξ.

We assume there is a set of M individual reward functions that are possibly different, each of

which encodes some preference between the trajectories in Ξ. For the rest of the formalism, we refer

to each individual reward function as an expert for the clarity of the presentation.

Following the common assumption in reward learning [226, 43, 207], we assume each preference

can be modeled as a parametric reward function over a known fixed feature space, so the reward

associated with a trajectory ξ with respect to the mth expert is Rwm
(ξ) = fwm

(Φ(ξ)), where wm

is the unknown vector of parameters. Across the expert population, there exists some unknown

distribution, corresponding to the ratio of the data provided by the experts. We represent this
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distribution with mixing coefficients αm such that
∑M
m=1 αm = 1. We will then learn both the

unknown reward functions {wm}Mm=1 and the mixing coefficients {αm}Mm=1, using ranking queries

made to the M experts.

Ranking Model. We define a ranking query to be a set of the form Q = {ξ1, . . . , ξ|Q|} for a fixed

query size |Q|. The response to a ranking query is a ranking over the items contained therein, of the

form q = (ξι1 , . . . , ξι|Q|), where ι1 is the index of the expert’s top choice, ι2 is the second top choice,

and so on. While it is not known which expert provided the response to the query, we know the prior

that a response comes from expert m with some unknown probability αm, i.e., P (R = Rwm
) = αm.

Going back to our banana placing example, a ranking query of |Q| robot trajectories is generated

by the algorithm, and a user—whose identity is unknown to the algorithm—responds to this query.

We then capture how human experts respond to these ranking queries by modeling a ranking

distribution through an iterative process using Luce’s choice axiom [147]. In this process, the experts

repeatedly select their top choice ι1 with a probability distribution generated with the softmax rule

to generate a ranking from the order items were selected:

P (q1 = ξι1 | R = Rwm
, wm) =

exp
(
βCRwm(ξι1)

)∑|Q|
j=1 exp

(
βCRwm(ξιj )

) .
where βC is the rationality coefficient for comparative feedback. In the following iterations, the

experts select their top choice among the remaining trajectories:

P
(
qj = ξιj | q1, . . . , qj−1, R = Rwm

, wm
)
=

exp
(
βCRwm

(ξιj )
)∑|Q|

j′=j exp
(
βCRwm(ξιj′ )

) . (3.36)

This is known as the Plackett-Luce ranking model [150, 13]. Together with the prior over experts

αm, the resulting distribution over rankings q is a mixture of Plackett-Luce models with mixing

coefficients αm and weights proportional to exp (Rwm(ξ)).

Hence, the ranking distribution first selects the reward function Rwm
with probability αm, and

then selects trajectories from Q sequentially with probability proportional to the exponent of their

reward, i.e., exp (Rwm
), among the remaining trajectories until none is left, generating a ranking of

the trajectories.

So given knowledge of the true reward function weights wm and mixing coefficients αm, we have

the following joint mass over responses q from a query Q:

P (q | Q,w, α) =
M∑
m=1

αm

|Q|∏
j=1

exp
(
βCRwm(ξιj )

)∑|Q|
j′=j exp

(
βCRwm

(ξιj′ )
) . (3.37)

Objective. Our goal is to design a series of adaptive queries Q(i) to optimally learn the reward func-

tion parameters wm and corresponding mixing coefficients αm upon observing the query responses
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q(i). We constrain all queries to consist of a fixed number of trajectories |Q|.
In the subsequent section, we present our learning framework. We defer the active query genera-

tion algorithm that makes the queries adaptive to Section 4.6 along with simulation and experiment

results.

3.5.2 Our Approach

To learn the reward parameters wm and mixing coefficients αm, we again adopt a Bayesian learning

approach. For this, we maintain a posterior over the parameters wm and αm. Given a dataset of

rankings DR, this posterior can be written as

P (w,α | DR) = P (w,α | Q(1), q(1), . . . , Q(|DR|), q(|DR|))

∝ P (w,α)P (Q(1), q(1), . . . , Q(|DR|), q(|DR|) | w,α)

= P (w,α)

|DR|∏
i=1

P (q(i), Q(i) | w,α,Q(1), q(1), . . . , Q(i−1), q(i−1))

∝ P (w,α)
|DR|∏
i=1

P (q(i) | w,α,Q(i)) , (3.38)

where we use the conditional independence of rankings q(i) given w,α and the conditional inde-

pendence of the Q(i) on w,α given Q(1), q(1), . . . , Q(i−1), q(i−1) in the last equation. To be able

to compute this posterior, we assume some prior distribution over the reward parameters and the

mixing coefficients, which is system-dependent and may come from domain knowledge, and use

Equation (3.37) to calculate the likelihood terms. For example, in our simulations and user stud-

ies in Section 4.6, we adopted a Gaussian prior wm ∼ N (0, I) and a uniform prior over the unit

M − 1 simplex for α. Learning this posterior distribution in Equation (3.38), one can compute a

maximum likelihood estimate (MLE) or expectation as the predicted reward parameters and mixing

coefficients.

Having presented the learning framework for multimodal rewards from rankings, we are now

ready to proceed to the last section of Chapter 3, where we will relax the stationarity assumption

of the reward function, assume a specific mode transition model, and develop a new query type

(namely, hierarchical choice queries) for learning these nonstationary rewards.

3.6 Hierarchical Comparison Queries for Non-stationary Re-

wards

In the previous sections, we assumed a stationary reward function, which is not expressive enough to

match human preferences in all environments. Real world is often non-stationary due to environment
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complexity or changes in objectives in the environment. Surrounding agents continuously change

their behavior which in turn requires the robot to adapt to these changes. For example in driving,

people continuously adapt their reward functions in response to traffic complexity and behavior of

other drivers. It is quite common for us to get impatient behind a slow driver and make drastic

maneuvers different from our usual driving style. Here, we may weigh efficiency more than collision

avoidance than we usually do.

As an important class of non-stationary environments, human-robot and robot-robot adaptation

have recently attracted much attention, where the aim is to ensure robots adapt to their changing

environments and other agents [158, 8]. In contrast, our goal in this section is to learn the reward

functions that dynamically change depending on the interactions between the agents and the en-

vironment. We augment learning from comparative feedback to recover such multimodal reward

functions.

Prior works theoretically investigated how to perform preference-based learning for multimodal

reward functions [223, 139, 70], which we also discussed in Section 3.5. In this section, we relax this

problem by assuming there is a structure between the modes, i.e., the mode from which the next

comparison data will come can be estimated based on the current comparative feedback. Although

we assume and explicitly model these transitions between modes, the problem is not necessarily

easier, because we are also interested in learning how users’ preferences transition between the

modes.

Modeling behaviors in such environments is a well-studied problem especially for driving. For

example, Dong et al. [83] characterize driving styles based on sensor data using deep learning. In a

more related paper, Morton and Kochenderfer [153] modeled the drivers with a latent state space

which can affect their driving behavior. While they stated these latent states might change over time,

both of these works made the assumption that latent states remain unchanged over the trajectories

of interest, so they did not address changing behaviors. Berndt et al. [31] modeled the latent states

of the drivers using Hidden Markov Models (HMM) where they also allow adaptation. However,

they did not specifically learn reward functions, and they focused on identifying the maneuvers the

drivers will perform from a predefined database. With a similar objective, Kulic and Croft [130]

used HMM for latent state estimation for human-robot interaction. We recently studied how trust

of humans in a robot, a specific latent state, changes based on the performance in a task [49].

In this section, we propose to learn an expressive representation of preferences in non-stationary

scenarios, where interactions and adaptations better reflect the real-world conditions. We assume

that the non-stationary scenarios arise from changing behaviors of other agents interacting with our

system, which in turn affect human preferences. We formalize the reward dynamics which encodes

not only different human preferences but also how they change.

Our insight is that a dynamic reward model may match human preferences more accu-

rately in a wide range of scenarios than a stationary reward function.
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We tailor best-of-many choice queries to capture longer term interactions between the robot

and the surrounding agents, and develop a probabilistic model of user responses for any number of

stationary reward functions and the transitions between them.

In this section, we make the following contributions:

Reward dynamics. User preferences may change based on the behaviors of other agents in the

environment. We encode the momentary human preference by a static reward function and assume

at any point of time the human has an internal preference mode (mood) which dictates what reward

function the human will optimize next. We introduce the notion of reward dynamics as a tuple of

reward functions and parameters governing transitions between those.

Hierarchical choice queries. We formalize the hierarchical choice queries as a sequence of best-

of-many choice queries, each of which we call a sub-query. The sub-queries sequentially follow each

other so that the user moods are reflected into their choices.

3.6.1 Formulation

Let us consider a robot that should match human preferences in an environment of interest that

includes other agents (e.g. driving scenarios). These other agents can act differently at different

times. For example, in the case of driving, some cars aggressively swerve through the traffic and

others may follow a more cooperative strategy of allowing other cars to merge smoothly. Prior works

on autonomous driving [170, 169, 172, 173, 18, 177, 89, 183] assume the robot should follow the same

reward function over time in both of the above scenarios. We argue user preferences may vary in

response to the changing behaviors of the environment agents in both driving and potentially other

multi-agent environments. Our goal is to learn an expressive reward function corresponding to these

dynamic preferences.

We model the environment as a fully-observable dynamical system. For driving, the continuous

state of the system s ∈ S includes the positions and the velocities of the robot and the other agents.

The state of the system changes based on actions of all the agents through the transition function

T , which we can now write as

st+1 ∼ T (· | st, arobott, aotherst) (3.39)

where aotherst are the actions of the other agents at time step t, which affect the reward function

and in turn the actions of the robot.5 We define a finite trajectory ξ ∈ Ξ as a sequence of continuous

state-action pairs ξ = (s0, arobot0, aothers0, . . . , sT , arobotT , aothersT ) over a finite horizon T , and Ξ is

the set of all feasible trajectories that satisfy the dynamics of the system.

Our goal is to learn human preferences for how the robot should behave in the presence of different

5More generally, the other agents in the environment can be thought of as part of the environment. All information
regarding them, including their trajectories, can be encoded into the states. This will reduce the setup to the setup
we used in earlier sections, e.g., Section 3.1
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Figure 3.9: (a) 1-step comparison query. In any two iterations a user with bimodal preference may pick
the trajectories optimal with respect to two different true weights w∗

1 and w∗
2 . (b) This ambiguity shows

up as noise in 1-step comparison based learning where the goal is to learn a single reward function w∗ (on
the left). In reality the true preference function of the user changes between w∗

1 and w∗
2 depending on the

environment, θ∗ governs the transition. Our algorithm learns such a bimodal preference: w1 close to w∗
1 and

a w2 close to w∗
2 (on the right). (c) Our proposed hierarchical query consists of 3 sub-queries. In iteration

i of querying, Q(i,0) is a context sub-query, Q(i,1) is a comparison between two trajectories, each a different
continuation of Q(i,0), and Q(i,2) continues the preferred trajectory from Q(i,1).

environment agents. We learn this reward function by making hierarchical comparison queries to

the users.

3.6.2 Hierarchical Comparison Queries

Prior works learned static reward functions by asking people to compare between two different

trajectories of robots. There, each query is a pair of short videos that demonstrate two trajectories

of the system [171, 72]. Such short trajectories do not capture the nuances of interaction in a

non-stationary multi-agent system. As an example, in a 1-step comparison query in Figure 3.9a,

an environment agent (white car) aggressively merged in front of the ego agent (orange car). One

option for the ego agent is to slow down (optimize a cooperative reward function). This sudden

slow down may have frustrated the user, causing a mode change. So in a similar situation later (in

another query) the user prefers a trajectory optimal with respect to a competitive reward function

and prevents the other agents in the environment from merging in front. This change in preference

manifests as noise in 1-step preference-based learning approaches (see Figure 3.9b). However, we

would like to learn a composite reward function that not only captures both of these preferences but

also how they have changed in such a non-stationary environment.

To do so, we allow the users to change their preferences within the same query. We present
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each query Q(i) as a sequence of several sub-queries. Each sub-query Q(i,j) in the sequence is a

continuation from the final state of the preferred trajectory of the previous sub-query Q(i,j−1). This

allows us to learn how the behavior of other interacting agents in one sub-query affects user preference

in the next sub-query. We assume that the users’ next immediate preference mode depends only on

their current experience. We, therefore, reset their preference mode at the beginning of each query

with a demonstration, which we denote as Q(i,0). After Q(i,0), each sub-query is a best-of-many

choice between trajectories from Ξ: Q
(i,1)
1 , Q

(i,1)
2 , . . . , Q

(i,1)

|Q(i,1)| are all continuations of Q(i,0), where

|Q(i,1)| denotes the number of trajectories (options) in sub-query Q(i,1). In general, for the rest of

the sub-queries, Q
(i,j)
j′ for j′ = 1, 2, . . . , |Q(i,j)| are continuations from q(i,j−1), which is the answer

for the (j − 1)th sub-query, as shown in Figure 3.9c.

3.6.3 Reward Dynamics Model

Preliminaries

Throughout this section, we will use [n] to denote the integer set {1, 2, . . . , n} for n ∈ Z>0.

We denote the jth sub-query in query i as Q(i,j). |Q(i)| denotes the number of sub-queries in

query i (as opposed to number of options in a question as in other sections where queries were not

hierarchical), and |Q(i,j)| denotes the number of options in the sub-query.

We assume there is a finite set of modes [M ] where M is the number of modes. We also assume

the mode of the user is stable during a sub-query. Slightly abusing the notation, we denote the mode

in the jth sub-query of query i as M(i, j) ∈ [M ].

Each sub-query Q(i,j) consists of |Q(i,j)| trajectories: Q(i,j)
1 , Q

(i,j)
2 , . . . , Q

(i,j)

|Q(i,j)| ∈ Ξ. When j = 0,

|Q(i,j)| = 1, as the 0th sub-query is only for setting the initial mode of the user. The user selects one

of the trajectories in a sub-query as their response to that sub-query. The user’s response to Q(i,j)

is q(i,j) ∈ Q(i,j).

In addition, we assume a trajectory features function Φ : Ξ→ Rd that maps every trajectory to

a d-dimensional feature space. This function may depend on both the robot and the other agents in

the environment. We assume Φ is known. For example, some representative features for driving are

distance to the closest environment car, distance to the road boundaries, the speed and the heading

angle of the ego vehicle.

Human Preference Model

Reward functions under known modes. We define a user-specific reward function parameterized

by the mode of the user, for example, two different reward functions representing calm and rushed

driving: Rwm : Ξ → R for m ∈ [M ]. With a parametric assumption, it is defined as: Rwm(ξ) =

fwm
(Φ(ξ)) where ξ ∈ Ξ and w is a user-specific reward parameter matrix, and wm is the mth column

of w, with each column corresponding to a particular mode for a user. Then, the user response to a
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sub-query Q(i,j) is probabilistic based on the softmax model [147, 110], as we also used before:

P (q(i,j) | Q(i,j),M(i, j) = m,w) =
exp(βCRm(q(i,j)))∑
ξ∈Q(i,j) exp(βCRm(ξ))

(3.40)

for any q(i,j) ∈ Q(i,j). This models the probability of the human making a choice given a sub-query,

the humans’ mode during that sub-query, and the user-specific preferences.

Prior on mode transitions. We also learn how people change modes. For example, how likely

a person is to transition from aggressive driving to defensive driving or vice versa. We assume

that a prior G ∈ RM×M over the mode transitions is given by the designer. The matrix G alone

represents the natural propensity to transition between different modes and is independent of the

sub-queries and the current state of the learning algorithm. For example, some mode transitions are

naturally more likely than the others: If we have three modes that correspond to defensive, neutral

and offensive moods, then it would be more likely for a defensive user to switch to the neutral mode

than to the offensive mode. G captures this prior. Hence, it is constrained to be a proper Markov

chain matrix. We note that Markov chains are employed similarly for mood changes by psychiatrists,

e.g. [111]. We explain the formulation of the mode transitions next.

Mode transition model. The users change their mode based on what they experienced in the

previous sub-query and their previous mode. We define a mode-utility function to capture this

effect of the sub-queries. Specifically, we model the mode transitions as follows: The user has an

underlying mode-utility function that quantifies the previous trajectories. If the user thinks they

would have higher utility with mode m, then they transition to m. As an example, imagine you are

driving in a very calm mood. If someone suddenly cuts in front of you, you would think “if I were

aggressive, I could keep a shorter headway with the car in front and the other car would not have

been able to cut in front of me”, and you also switch to an aggressive mood. It is of course also

possible that you keep calm. Hence, the transition should be stochastic.

We model the mode-utility as a function of trajectories: Ruθm : Ξ→ R for m ∈ [M ]. Again with

the assumption that it is a parametric function, it is defined as: Ruθm(ξ) = fuθm (Φ(ξ)) where θ is

another user-specific parameter matrix and θm is the mth column of θ.

The probability of transitioning from any mode m in sub-query Q(i,j) to any mode m′ in the

next sub-query Q(i,j+1) is given by multiplying the prior G with the likelihood computed using the

mode-utility function:

Pmm′(Q(i,j), q(i,j), θ) := P (M(i, j + 1) = m′ |M(i, j) = m,Q(i,j), q(i,j), θ)

=
1

Z

exp(Rum′(q(i,j)))∑
m′′∈[M ] exp(R

u
m′′(q(i,j)))

Gmm′ (3.41)

where Z is the normalization constant. In a completely “neutral case”, when the likelihood (softmax)

gives equal values for each mode, the transition is solely defined by the prior G. Some examples of
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G are:

• Gmm′ = 1/M for ∀(m,m) ∈ [M ]2 means that the user may change from any mode to any

other mode just based on the previous sub-query with a uniform prior. This is suitable when

the modes are categorical, not sequential.

• G = I means the user will not ever change her mode and will remain in her initial mode. Note

that the initial mode will also be modeled in a probabilistic way.

• If G is a band matrix, then the user can only change between the modes that are “close”. This

is suitable for sequential modes.

While our learning model is valid for any feasible G, we will do simplifying assumptions to

actively select the hierarchical queries for sample-efficient learning in Section 4.7.

Definition 4. Reward dynamics of a user is a tuple of (w, θ), which governs both the user preferences

and how they transition between modes with the interactions the user is involved in.

Therefore, our aim is to learn the reward dynamics rather than a static unimodal reward function.

Initial Mode. We do not know the initial modeM(i, 0) of the user, which is the active mode during

Q(i,0). One simple way is to assume uniform distribution over all modes. However, imagine G is

such that transitioning to a mode m is very unlikely from any mode. Then, the uniform assumption

will not hold, because the user is unlikely to be in mode m. Then a better model is the following:

Pm := P (M(i, j) = m) = Ḡm (3.42)

where Ḡm denotes the probability of mode m in the stationary distribution of the Markov chain G.

If there exist several stationary distributions, the designer should pick one of them using domain

knowledge.

3.6.4 Learning Reward Dynamics

To make the learning of reward dynamics effective and efficient, we should restrict the continuous

space of reward dynamics. For that, we make assumptions on the norms of the columns of w and θ

similar to [171, 34], i.e., we assume those norms are not larger than 1.

There is also the problem of label switching. That is, all the probabilities will remain the same

if we switch the order of modes both in w and θ. Since this can completely disable the learning, we

enforce another constraint on the ordering, as mentioned by [223], such that θ1,1 > θ2,1 > · · · > θM,1

where θm,1 is the first element of mth column of θ.

Our goal is to learn a distribution over the reward dynamics by using hierarchical choice queries.

We start with a uniform prior over the space of all feasible (w, θ). After receiving all the responses
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to a query Q(i), (q(i,1), q(i,2), . . . , q(i,|Q
(i)|)), we perform a Bayesian update:

P (w, θ | q(i,1), q(i,2), . . . , q(i,|Q
(i)|), Q(i,1), Q(i,2), . . . , Q(i,|Q(i)|))

∝ P (q(i,1), q(i,2), . . . , q(i,|Q
(i)|) | w, θ,Q(i,1), Q(i,2), . . . , Q(i,|Q(i)|))P (w, θ) (3.43)

Next we derive the expression for the update function, i.e., the first term in the right-hand side

of Equation (3.43), and present some simplifications that we adopted for our implementation.

3.6.5 Derivation and Simplifications

In this section, we present how we compute the update function for the prior p(w, θ). We note Q(i,0)

does not receive any response. For the simplicity of notation, we let q(i,0) denote the only trajectory

in Q(i,0), so that Pmm′(Q(i,j), q(i,j), θ) is well-defined for ∀(m,m′) ∈ [M ]2 when j = 0. We then

derive

P (q(i,1), q(i,2), . . . , q(i,|Q
(i)|) | w, θ,Q(i,1), Q(i,2), . . . , Q(i,|Q(i)|))

=
∑

(m0,...,m|Q(i)|)∈[M ]|Q
(i)|+1

Pm0Pm0m1(Q
(i,0), q(i,0), θ) . . . Pm|Q(i)|−1

m|Q(i)|
(Q(i,|Qi|−1), q|Q(i)|−1, θ)

|Qi|∏
j=1

P (q(i,j)|w,Q(i,j),M(i, j) = mj) (3.44)

In our implementation, we restrict ourselves to the cases where |Q(i)| = 3 for all iterations

i = 1, 2, . . . . Then, the above equation is simplified as

P (q(i,1), q(i,2) | w, θ,Q(i,0), Q(i,1), Qi,2)

=
∑

m0∈[M ]

∑
m1∈[M ]

∑
m2∈[M ]

Pm0Pm0m1(Q
(i,0), q(i,0), θ)Pm1m2(Q

(i,1), q(i,1), θ)

P (q(i,1) | w,Q(i,1),M(i, 1) = m1)P (q
(i,2) | w,Q(i,2),M(i, 2) = m2) (3.45)

To eliminate the normalization Z from the equation, we assume Gmm′ ∈ {0, 1/cm} for ∀(m,m′) ∈
[M ]2 where cm is an appropriate constant. That is, we assume the model designer will just decide

on whether or not it is possible to move between any two modes and will not assign specific prior

probabilities. Then,

Pmm′(Q(i,0), q(i,0), θ) =
exp(Ruθm′ (q

(i,0)))∑
m′′∈[M ]:Gmm′′=1/cm

exp(Ruθm′′ (q
(i,0)))

(3.46)

If we further assumeM = 2 and Gmm′ = 1/2 for ∀(m,m′) ∈ [M ]2, such as the case of cooperative
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and competitive modes, we also have Pm = 1
2 , so we can write:

P (q(i,1), q(i,2) | w, θ,Q(i,0), Q(i,1), Q(i,2))

=
∑

(m1,m2)∈{1,2}2

∏
j∈{1,2}

exp(Rwmj
(q(i,j)))∑

ξ∈Q(i,j) exp(Rwmj
(ξ))

exp(Ruθmj
(q(i,j−1)))

exp(Ruθ1(q
(i,j−1))) + exp(Ruθ2(q

(i,j−1)))
(3.47)

This formulation enables us to update P (w, θ). We will present our active hierarchical choice query

selection algorithm that improves data-efficiency in Section 4.7.

3.7 Chapter Summary

In this chapter, we developed reward learning techniques that use comparative feedback from humans

instead of or in addition to expert demonstrations. This problem setup is closely related to inverse

reinforcement learning as we discussed in Section 2.2. However, it brings an important advantage

in practice: we do not need to collect human demonstrations of the task that are (almost) optimal,

which is infeasible or extremely challenging in many domains, e.g., regular users of a lower-body

exoskeleton (see Section 3.3) are people with paralysis (a group with nearly 5.4 million people in the

US alone [15]), who cannot possibly give demonstrations to these systems.

On the other hand, comparative feedback is easy to collect and does not require expertise on

controlling the system. In most cases, a human user who has the knowledge of the target task can

easily compare two (or more) trajectories of a robot in terms of their task performance. Motivated

by this, we developed and investigated various techniques for reward learning using comparative

feedback. We studied different query types and functional forms for the reward function (as we

outlined in Section 1.2).

An important limitation of comparative feedback, especially when we are working on trajectory

level, i.e., human users comparing trajectories rather than individual states or actions, is the fact that

each comparison query carries a small amount of information compared to expert demonstrations.

Although we showed in Section 3.1 that demonstrations can still be used together with comparative

feedback, this limitation hurts the practicality and scalability of the methods we developed. There-

fore, techniques that actively query the users for the highest information gain are crucial. In the

next chapter, we will focus on such approaches that are based on active learning optimizations. We

will also present the simulation and experiment results that we deferred in Chapter 3.



Chapter 4

Active Querying for Comparative

Feedback

Even though having humans provide comparative feedback does not suffer from similar problems to

collecting demonstrations, each comparison question is much less informative than an expert demon-

stration. For example, each pairwise comparison query can provide at most 1 bit of information.

A promising approach to tackle this problem is to actively generate the queries for comparative

feedback [171, 121, 207].

In Chapter 3, we covered how the robot can update its understanding of the reward function

parameters w given the human’s comparative feedback; but how does the robot choose the right

questions in the first place? Active query generation deals with this problem. Unlike demonstrations

— where the robot is passive — here the robot is active, and purposely probes the human to get

fine-grained information about specific parts of w that are unclear. By actively querying the user,

the robot attempts to get as much information as possible, mitigating the data-inefficiency issue of

learning from comparative feedback. At the same time, the robot needs to remember that a human

is answering these questions, and so the options need to be easy and intuitive for the human to

respond to. Proactively choosing intuitive queries is arguably the most challenging part of learning

from comparative feedback. Accordingly, we will explore methods for actively generating queries Q

in the subsequent sections.

Greedy Robot. Ideally, the robot must find the best adaptive sequence of queries to clarify the

human’s reward. Unfortunately, reasoning about a sequence of queries is — in general — NP-hard

[4]. We therefore proceed in a greedy fashion throughout this chapter: at every iteration i, the robot

chooses Q(i) while thinking only about the next posterior belief bi (e.g., see Equation (3.9)).

In Section 4.1, we start with describing the maximum volume removal based active querying

47
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method [171], which has been the dominant approach for active query generation to maximize data-

efficiency [159]. However, in Section 4.2, we will show optimizing mutual information is a better

approach for data-efficiency, and also helps with generating easier questions for the human users. We

will then use this technique to extend the majority of the methods we presented in Chapter 3 with

active querying in Sections 4.3 through 4.7. Finally, Section 4.8 will introduce various batch-active

querying techniques that enable actively generating queries in batches for all the methods presented

until that point. All sections in this chapter will also present simulation and experiment results both

for the active querying techniques and the corresponding learning methods from Chapter 3.

4.1 Choosing Queries with Volume Removal

In this section, we introduce an active querying method that is called maximum volume removal. The

objective in this method is to maximize the amount of space that will be removed from the hypothesis

space of reward function parameters w, and the overall optimization problem is submodular, allowing

this approach to enjoy some theoretical guarantees as shown by Sadigh et al. [171].

Although the volume removal objective can be used with any of the query types we introduced

in Chapter 3, we will use the DemPref method we introduced in Section 3.1 for its simplicity. This

will also enable us to show in the next section that active comparative feedback must be collected

after the demonstrations are incorporated into the belief distribution via Equation (3.6). However,

we would like to note once again that demonstrations can be used along with any, possibly actively

collected, comparative feedback type, as long as the reward function is stationary and unimodal.

4.1.1 Maximum Volume Removal Optimization

Maximizing volume removal is a widely used strategy for selecting queries. The method attempts

to generate the most-informative queries by finding the Q(i) that maximizes the expected difference

between the prior and unnormalized posterior [171, 159]. Formally, the method generates a query

of |Q(i)| ≥ 2 trajectories at iteration i by solving:

argmax
Q(i)={ξ1,...,ξ|Q(i)|}

Eq(i)
[∫ (

bi−1(w)− bi−1(w)P (q(i) | Q(i), w)
)
dw

]
(4.1)

where the prior is on the left and the unnormalized posterior from Equation (3.9) is on the right.

The integration is over the all possible values of w. This optimization problem can equivalently be

written as:

Q
(i)
∗ = argmax

Q(i)={ξ1,...,ξ|Q(i)|}
Eq(i)Ew∼bi−1

[
1− P (q(i) | Q(i), w)

]
, (4.2)
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or in the special case of pairwise comparison queries, i.e., |Q(i)| = 2, as we show in Appendix A.2,

Q
(i)
∗ = argmax

Q(i)={ξ1,ξ2}
min
q(i)

Ew∼bi−1

[
1− P (q(i) | Q(i), w)

]
. (4.3)

The distribution bi−1 can get very complex and thus — to tractably compute the expectations

in Equation (4.2) — we are forced to leverage sampling. Letting Ω denote a set of samples drawn

from the prior bi−1, and
·
= denote asymptotic equality as the number of samples |Ω| → ∞, the

optimization problem in Equation (4.2) becomes:

Q
(i)
∗

·
= argmin
Q(i)={ξ1,...,ξ|Q(i)|}

∑
q(i)∈Q(i)

(∑
w∈Ω

P (q(i) | Q(i), w)

)2

(4.4)

In practice, we can use, for example, Metropolis-Hastings [69] for sampling from the prior belief

bi−1.

Intuition. When solving Equation (4.4), the robot looks for queries Q(i) where each answer q(i) ∈
Q(i) is equally likely given the current belief over w. These questions appear useful because the

robot is maximally uncertain about which trajectory the human will prefer.

When Does This Fail? Although prior works have shown that volume removal can work in

practice, we here identify two key shortcomings. First, we point out a failure case: the robot may

solve for questions where the answers are equally likely but uninformative about the human’s reward.

Second, the robot does not consider the human’s ability to answer when choosing questions — and

this leads to challenging, indistinguishable queries that are hard to answer!

Uninformative Queries

The optimization problem used to identify maximum volume removal queries fails to capture our

original goal of generating informative queries. Consider a trivial query where all options are iden-

tical: Q(i) = {ξ1, ξ1, . . . , ξ1}. Regardless of which answer q(i) the human chooses, here the robot

gets no information about the right reward function; put another way, bi = bi−1. Asking a trivial

query is a waste of the human’s time — but we find that this uninformative question is actually a

best-case solution to Equation (4.2).

Theorem 1. The trivial query Q = {ξ1, ξ1, . . . , ξ1} (for any ξ1 ∈ Ξ) is a global solution to Equa-

tion (4.2).

Proof. For a given Q(i) and w,
∑
q(i) P (q

(i) | Q(i), w) = 1. Thus, we can upper bound the objective
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Figure 4.1: Sample queries generated with the volume removal and information gain methods on Driver and
Tosser tasks. Volume removal generates queries that are difficult, because the options are almost equally
good or equally bad.

in Equation (4.2) as follows:

Eq(i)|Q(i),bi−1Ew∼bi−1 [1− P (q(i) | Q(i), w)] (4.5)

= 1− Ew∼bi−1

 ∑
q(i)∈Q(i)

P (q(i) | Q(i), w)2

 ≤ 1− 1/|Q(i)| , (4.6)

recalling that |Q(i)| is the total number of options in Q(i). For the trivial query Q = {ξ1, ξ1, . . . , ξ1},
the objective in Equation (4.2) has value Eq(i)|Q(i),bi−1Ew∼bi−1

[
1− P (q(i) | Q(i), w)

]
= 1− 1/|Q(i)|.

This is equal to the upper bound on the objective, and thus the trivial, uninformative query of

identical options is a global solution to Equation (4.2).

Challenging Queries

Volume removal prioritizes questions where each answer is equally likely. Even when the options

are not identical (as in a trivial query), the questions may still be very challenging for the user to

answer. We explain this issue through a concrete example (also see Figure 4.1):

Example 1. Let the robot query the human while providing |Q| = 2 different answer options, i.e.,

with a pairwise comparison query, ξ1 and ξ2.

Question A. Here the robot asks a question where both options are equally good choices. Consider

query QA such that P (q = ξA,1 | QA, w) = P (q = ξA,2 | QA, w) ∀w ∈ Ω. Responding to QA is

difficult for the human, since both options ξA,1 and ξA,2 equally capture their reward function.

Question B. Alternatively, this robot asks a question where only one option matches the human’s
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Figure 4.2: Comparing preference queries that do not account for the human’s ability to answer to queries
generated using our information gain approach. Here the robot is attempting to learn the user’s reward
function, and demonstrates two possible trajectories. The user should select the trajectory that better
aligns with their own preferences. While the trajectories produced by the state-of-the-art volume removal
method are almost indistinguishable, our information theoretic approach results in questions that are easy
to answer, which eventually increase the robot’s overall learning efficiency.

true reward. Consider a query QB such that:

P (q = ξB,1 | QB , w) ≈ 1 ∀w ∈ Ω(1) (4.7)

P (q = ξB,2 | QB , w) ≈ 1 ∀w ∈ Ω(2) (4.8)

Ω(1) ∪ Ω(2) = Ω, |Ω(1)| = |Ω(2)| (4.9)

If the human’s weights w lie in Ω(1), the human will always answer with ξB,1, and — conversely —

if the true w lies in Ω(2), the human will always select ξB,2. Intuitively, this query is easy for the

human: regardless of what they want, one option stands out when answering the question.

Incorporating the Human. Looking at Example 1, it seems clear that the robot should ask

question QB . Not only does QA fail to provide any information about the human’s reward (because

their response could be equally well explained by any w), but it is also hard for the human to answer

(since both options seem equally viable). Unfortunately, when maximizing volume removal the robot

thinks QA is just as good as QB : they are both global solutions to its optimization problem! Here

volume removal gets it wrong because it fails to take the human into consideration. Asking questions

based only on how uncertain the robot is about the human’s answer can naturally lead to confusing,

uninformative queries. Figure 4.1 demonstrates some of these hard queries generated by the volume

removal formulation.

Theorem 1 and Example 1 make it clear that volume removal is not the true objective we should

be optimizing for. It works in practice not despite the local optima, but thanks to them! Therefore,

in the next section, we will introduce a new active querying approach that is based on maximizing the

mutual information. We will show this approach does not suffer from similar issues. It will further

enable us to show demonstrations must be incorporated into the belief before actively querying the

user for comparative feedback. Before we move into this new objective, we present our experiment
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Figure 4.3: Views from simulation domains, with a demonstration in orange: (a) LunarLander, (b)
FetchReach (simulated), (c) FetchReach (physical).

results with the volume removal optimization.

4.1.2 Experiments

We conduct two sets of experiments to assess the performance of DemPref with volume removal

maximization under various metrics. In all experiments, we assume a reward function that is linear

in trajectory features, i.e., Rw(ξ) = w⊤Φ(ξ) for any trajectory ξ ∈ Ξ with ∥w∥ ≤ 1.1 We start

by describing the simulation domains and the user study environment. Each subsequent subsection

presents a set of experiments and tests the relevant hypotheses.

Simulation Domains

In each experiment, we use a subset of the following domains, shown in Figures 4.1 and 4.3, as well

as a linear dynamical system:

LunarLander. We use the continuous “LunarLander” environment from OpenAI Gym [50], where

the lander has to safely reach the landing pad. The trajectory features correspond to the lander’s

average distance from the landing pad, its angle, its velocity, and its final distance to the landing

pad.

FetchReach. Inspired by [19], we use a modification of the “FetchReach” environment from OpenAI

Gym (built on top of MuJoCo), where the robot has to reach a goal with its arm, while keeping

its arm as low-down as possible (see Figure 4.3). The trajectory features correspond to the robot

gripper’s average distance to the goal, its average height from the table, and its average distance to

a box obstacle in the domain. See Appendix D.1 for the formal feature definitions.

For our user studies, we employ a version of the FetchReach environment with the physical Fetch

robot (see Figure 4.3) [213].

1In this section, unless otherwise noted, we adopt βD = 0.02, βC = 1, and assume a uniform prior over reward
parameters w, i.e., P (w) is constant for any ∥w∥2 ≤ 1. We use Metropolis-Hastings algorithm [69] for sampling the
set Ω from belief distribution over w.
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Evaluation Metric

To judge convergence of the inferred reward function parameters to true parameters in simulations,

we adopt the alignment metric from [171]:

Alignment =
1

|Ω|
∑
w̄∈Ω

w∗ · w̄
∥w∗∥2∥w̄∥2

, (4.10)

where w∗ is the true reward function parameters.

We are now ready to present our two sets of experiments each of which demonstrates a different

aspect of the proposed DemPref framework:

1. The utility of initializing with demonstrations,

2. The advantages comparative feedback provide over using only demonstrations,

Initializing with Demonstrations

We first investigate whether initializing the learning framework with user demonstrations is helpful.

Specifically, we test the following hypotheses:

H1. DemPref accelerates learning by initializing the prior belief b0 using user demonstrations.

H2. The convergence of DemPref improves with the number of demonstrations used to initialize the

algorithm.

To test these two claims, we perform simulation experiments in Driver, LunarLander and

FetchReach environments. For each environment, we simulate a human user with hand-tuned re-

ward function parameters w, which gives reasonable performance. We generate demonstrations by

applying model predictive control (MPC) to solve: maxξ Rw∗(ξ). After initializing the belief with

varying number of such demonstrations (|DD| ∈ {0, 1, 3}), the simulated users in each environment

respond to 25 pairwise comparison queries (|Q| = 2) according to Equation (3.10), each of which is

actively synthesized with the volume removal optimization.2 We repeat the same procedure for 8

times to obtain confidence bounds.

The results of the experiment are presented in Figure 4.4. On all three environments, initializing

with demonstrations improves the convergence rate of the preference-based algorithm significantly;

to match the Alignment value attained by DemPref with only one demonstration in 10 pairwise

comparison queries, it takes the pure preference-based algorithm, i.e., without any demonstrations,

30 pairwise comparisons on Driver, 35 on LunarLander, and 20 on FetchReach. These results provide

strong evidence in favor of H1.

The results regarding H2 are more complicated. Initializing with three instead of one demon-

stration improves convergence significantly only on the Driver and LunarLander domains. (The

improvement on Driver is only at the early stages of the algorithm, when fewer than 10 pairwise

2The environments we use are deterministic, i.e., state transitions are not stochastic. Hence, we fix the initial state
and simply optimize over the sequence of actions to solve the volume removal maximization problem.
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Figure 4.4: The results of our first experiment, investigating whether initializing with demonstrations im-
proves the learning rate of the algorithm, on three domains. On the Driver, LunarLander, and FetchReach
(simulated) environments, initializing with one demonstration improved the rate of convergence significantly.

comparisons are used.) However, on the FetchReach domain, initializing with three instead of one

demonstration hurts the performance of the algorithm. (Although, we do note that the results

from using three demonstrations are still an improvement over the results from not initializing

with demonstrations). This is unsurprising. It is much harder to provide good demonstrations on

the FetchReach environment than on the Driver or LunarLander environments, and therefore the

demonstrations are of lower quality. Using more demonstrations when they are of lower quality leads

to the prior being more concentrated further away from the true reward function, and can cause the

the learning algorithm to slow down.

In practice, we find that using a single demonstration to initialize the algorithm leads to reliable

improvements in convergence, regardless of the complexity of the domain.

DemPref vs. IRL

Next, we analyze if preference elicitation improves learning performance. To do that, we conduct a

within-subjects user study where we compare our DemPref algorithm with Bayesian IRL [164]. The

hypotheses we are testing are:

H3. The robot which uses the reward function learned by DemPref will be more successful at the

task (as evaluated by the users) than the IRL counterpart.

H4. Participants will prefer to use the DemPref framework as opposed to the IRL framework.

For these evaluations, we use the FetchReach domain with the physical Fetch robot. Participants

were told that their goal was to get the robot’s end-effector as close as possible to the goal, while (1)

avoiding collisions with the block obstacle and (2) keeping the robot’s end-effector low to the ground

(so as to avoid, for example, knocking over objects around it). Participants provided demonstrations

via teleoperation (using end-effector control) on a keyboard interface; each user was given some time

to familiarize themselves with the teleoperation system before beginning the experiment.

Participants trained the robot using two different systems. (1) IRL: Bayesian IRL with 5 demon-

strations. (2) DemPref: our DemPref framework (with the volume removal optimization) with 1
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Figure 4.5: (Left) Our testing domain, with two trajectories generated according to the reward functions
learned by IRL and DemPref from a specific user in our study. (Right) The results of our usability study
– the error bars correspond to standard deviation and significant results are marked with an asterisk. We
find that users rated the robot trained with DemPref as significantly better at accomplishing the task and
preferred to use our method for training the robot significantly more than they did IRL. However, we did
not find evidence to suggest that users found our method easier to use than standard IRL.

demonstration and 15 proactive pairwise comparison queries3. We counter-balanced across which

system was used first, to minimize the impact of familiarity bias with our teleoperation system.

After learning from human feedback, the robot was trained in simulation using Proximal Policy

Optimization (PPO) with the reward function learned from each system [176]. To ensure that the

robot was not simply overfitting to the training domain, we used different variants of the domain

for training and testing the robot. We used two different test domains (and counter-balanced across

them) to increase the robustness of our results against the specific testing domain. Figure 4.5 (left)

illustrates one of our testing domains. We rolled out three trajectories in the test domains for each

algorithm on the physical Fetch robot. After observing each set of trajectories, the users were asked

to rate the following statements on a 7-point rating scale:

1. The robot accomplished the task well. (Accomplished)

2. The robot did what I wanted. (Did Wanted)

3. It was easy to train the robot with this system. (Easy)

4. I would want to use this system to train a robot in the future. (Would Use Again)

They were also asked two comparison questions:

1. Which robot accomplished the task better? (Better at Task)

2. Which system would you prefer to use if you had to train a robot to accomplish a similar task?

(Preferred)

They were finally asked for general comments.

For this user study, we recruited 15 participants (11 male, 4 female), six of whom had prior

3The number of demonstrations and pairwise comparisons used in each system were chosen such that a simulated
agent achieves similar convergence to the true reward on both systems.
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experience in robotics but none of whom had any prior exposure to our system.

We present our results in Figure 4.5 (right). When asked which robot accomplished the task

better, users preferred the DemPref system by a significant margin (p < 0.05, Wilcoxon paired

signed-rank test); similarly, when asked which system they would prefer to use in the future if they

had to train the robot, users preferred the DemPref system by a significant margin (p < 0.05). This

provides strong evidence in favor of both H3 and H4.

As expected, many users struggled to teleoperate the robot. Several users made explicit note of

this fact in their comments: “I had a hard time controlling the robot”, “I found the [IRL system]

difficult as someone who [is not] kinetically gifted!”, “Would be nice if the controller for the [robot]

was easier to use.” Given that the robot that employs IRL was only trained on these demonstrations,

it is perhaps unsurprising that DemPref outperforms IRL on the task.

We were however surprised by the extent to which the IRL-powered robot fared poorly: in many

cases, it did not even attempt to reach for the goal. Upon further investigation, we discovered

that IRL was prone to, in essence, “overfitting” to the training domain. In several cases, IRL had

overweighted the users’ preference for obstacle avoidance. This proved to be an issue in one of our

test domains where the obstacle is closer to the robot than in the training domain. Here, the robot

does not even try to reach for the goal since the loss in value (as measured by the learned reward

function) from going near the obstacle is greater than the gain in value from reaching for the goal.

Figure 4.5 (left) shows this test domain and illustrates, for a specific user, a trajectory generated

according to reward function learned by each of IRL and DemPref.

While we expect that IRL would overcome these issues with more careful feature engineering

and increased diversity of the training domains, it is worth noting DemPref was affected much less

by these issues. These results suggest learning from comparative feedback methods may be more

robust to poor feature engineering and a lack of training diversity than IRL; however, a rigorous

evaluation of these claims is beyond the scope of this thesis.

It is interesting that despite the challenges that users faced with teleoperating the robot, they

did not rate the DemPref system as being “easier” to use than the IRL system (p = 0.297). Several

users specifically referred to the time it took to generate each query (∼45 seconds) as negatively

impacting their experience with the DemPref system: “I wish it was faster to generate the preference

[queries]”, “The [DemPref system] will be even better if time cost is less.” Additionally, one user

expressed difficulty in evaluating the preference queries themselves, commenting “It was tricky to

understand/infer what the preferences were [asking]. Would be nice to communicate that somehow

to the user (e.g. which [trajectory] avoids collision better)!”, which highlights the fact that volume

removal formulation may generate queries that are extremely difficult for the humans. Hence, we

analyze in the next section how mutual information objective improves the experience for the users.
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4.2 Choosing Queries with Mutual Information

As we just showed both mathematically and empirically, maximizing volume removal sometimes fails

to generate informative queries, and also does not consider the ease and intuitiveness of every query

for the human-in-the-loop. This can lead to queries that are difficult for the human to answer, e.g.,

two queries that are equally good (or bad) from the human’s perspective.

We resolve this issue with a second active querying method, mutual information: here the robot

balances (a) how much information it will get from a correct answer against (b) the human’s ability

to answer that question confidently. We also present a set of tools that can be used to enhance the

user’s experience, including an optimal condition for determining when the robot should stop asking

questions.

4.2.1 Maximum Mutual Information Optimization

At each iteration, we find the query Q(i) that maximizes the mutual information about w. We do

so by solving the following optimization problem:

Q
(i)
∗ = argmax

Q(i)

I(w; q(i) | Q(i), bi−1)

= argmax
Q(i)

H(w | Q(i), bi−1)− Eq(i)|Q(i),bi−1H(w | q(i), Q(i), bi−1), (4.11)

where I is the mutual information and H is Shannon’s information entropy [77]. Approximating the

expectations via sampling, we re-write this optimization problem below (see Appendix B.1 for the

full derivation):

Q
(i)
∗

·
= argmax
Q(i)={ξ1,...,ξ|Q(i)|}

1

|Ω|
∑

q(i)∈Q(i)

∑
w∈Ω

(
P (q(i) | Q(i), w) log2

(
|Ω| · P (q(i) | Q(i), w)∑
w′∈Ω P (q

(i) | Q(i), w′)

))
,

(4.12)

where Ω again denotes the samples from the prior belief bi−1.

Intuition. To see why accounting for the human is naturally part of the mutual information

solution, re-write Equation (4.11):

Q
(i)
∗ = argmax

Q(i)

H(q(i) | Q(i), bi−1)− Ew∼bi−1H(q(i) | w,Q(i)) (4.13)

Here the first term in Equation (4.13) is the robot’s uncertainty over the human’s response: given a

query Q(i) and the robot’s understanding of w, how confidently can the robot predict the human’s

answer? The second entropy term captures the human’s uncertainty when answering: given a

query and their true reward, how confidently will they choose option q(i)? Optimizing for mutual
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information with Equations (4.11) or (4.12) naturally considers both robot and human uncertainty,

and favors questions where (a) the robot is unsure how the human will answer but (b) the human

can answer easily. We contrast this to maximum volume removal, where the robot purely focused

on questions where the human’s answer was unpredictable.

Why Does This Work? To highlight the advantages of this method, let us revisit the shortcomings

of volume removal. Below we show how mutual information optimization successfully addresses the

problems described in Theorem 1 and Example 1. Further, we emphasize that the computational

complexity of computing objective (4.12) is equivalent — in order — to the volume removal objective

from Equation (4.4). Thus, the mutual information based method avoids the previous failures while

being at least as computationally tractable.

Uninformative Queries

Recall from Theorem 1 that any trivial query Q = {ξ1, . . . , ξ1} is a global solution for volume

removal. In reality, we know that this query is a worst-case choice: no matter how the human

answers, the robot will gain no insight into w. Mutual information ensures that the robot will not

ask trivial queries: under Equation (4.11), Q = {ξ1, . . . , ξ1} is actually the global minimum!

Challenging Questions

Revisiting Example 1, we remember that QB was a much easier question for the human to answer,

but volume removal values QA as highly as QB . Under mutual information, the robot is equally

uncertain about how the human will answer QA and QB , and so the first term in Equation (4.13) is

the same for both. But the robot using mutual information additionally recognizes that the human

is very uncertain when answering QA: here QA attains the global maximum of the second term

while QB attains the global minimum! Thus, the overall value of QB is higher and — as desired —

the robot recognizes that QB is a better question.

4.2.2 Additional Tools and Analysis

We introduced how robots can generate proactive questions to maximize mutual information. Be-

low we highlight some additional tools that designers can leverage to improve the computational

performance and applicability of these methods. In particular, we draw the reader’s attention to an

optimal stopping condition, which tells the DemPref robot when to stop asking the human questions.

Optimal Stopping

We propose a novel extension — specifically for mutual information — that tells the robot when

to stop asking questions. Intuitively, the DemPref querying process should end when the robot’s

questions become more costly to the human than informative to the robot.
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Let each query Q have an associated cost c(Q) ∈ R≥0. This function captures the cost of a

question: e.g., the amount of time it takes for the human to answer, the number of similar questions

that the human has already seen, or even the interpretability of the question itself. We subtract

this cost from our mutual information objective in Equation (4.11), so that the robot (greedily)

maximizes mutual information while biasing its search towards low-cost questions:

max
Q={ξ1,...,ξ|Q|}

I(w; q | Q, bi−1)− c(Q) (4.14)

Now that we have introduced a cost into the query selection problem, the robot can reason about

when its questions are becoming prohibitively expensive or redundant. We find that the best time

to stop asking questions in expectation is when their cost exceeds their value:

Theorem 2. A robot using mutual information to perform active preference-based learning should

stop asking questions if and only if the global solution to Equation (4.14) is negative at the current

iteration.

See the Appendix A.3 for our proof. We emphasize that this result is valid only for mutual

information, and adapting Theorem 2 to volume removal is not trivial.

The decision to terminate our DemPref algorithm is now fairly straightforward. At each iteration

i, we search for the question Q
(i)
∗ that maximizes the trade-off between mutual information and cost.

If the value of Equation (4.14) is non-negative, the robot shows this query to the human and elicits

their response; if not, the robot cannot find any sufficiently important questions to ask, and the

process ends. This automatic stopping procedure makes the active learning process more user-

friendly by ensuring that the user does not have to respond to unnecessary or redundant queries.

Why Demonstrations First?

Now that we have a user-friendly strategy for generating queries and stopping, we want to determine

in what order the robot should leverage the demonstrations and the comparisons.

Recall that demonstrations provide coarse, high-level information, while comparison queries hone-

in on isolated aspects of the human’s reward function. Intuitively, it seems like we should start

with high-level demonstrations before probing low-level preferences: but is this really the right

order of collecting data? What about the alternative — a robot that instead waits to utilize the

demonstrations dataset DD until after asking questions?

When leveraging mutual information maximization to generate queries, we here prove that the

robot will gain at least as much information about the human’s preferences as any other order of

demonstrations and queries. Put another way, starting with demonstrations in the worst case is just

as good as any other order; and in the best case we obtain more information.
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Theorem 3. Under the Boltzmann rational human model for demonstrations presented in Equa-

tion (3.5), our DemPref approach — where best-of-many choice queries are actively generated after

collecting demonstrations — results in at least as much information about the human’s preferences

as would be obtained by reversing the order of queries and demonstrations.

Proof. Let Q
(i)
∗ be the (greedily) optimal query with respect to the mutual information optimization

after collecting demonstrations. From Equation (4.14), Q
(i)
∗ = argmaxQ(i)

(
I(w; q(i) | Q(i), bi−1)− c(Q(i))

)
.

We let q
(i)
∗ denote the human’s response to query Q

(i)
∗ . Similarly, let Q̃(i) be the mutual information

query before incorporating the demonstrations into the belief, so that Q̃(i) = argmaxQ(i)

(
I(w; q(i) | Q(i), (Q̃(j), q̃(j))i−1

j=0)− c(Q(i))
)
.

Again, we let q̃(i) denote the human’s response to query Q̃(i). Noting the total cost of queries will

not change (and hence, the theorem and the proof extend to the case where c(Q) = 0 for all queries

Q), we can compare the overall mutual information for each order of questions and demonstrations:

I
(
w;DD, (q(1)∗ , q

(2)
∗ , . . .) | (Q(1)

∗ , Q
(2)
∗ , . . .)

)
= I(w;DD) + I

(
w; (q

(1)
∗ , q

(2)
∗ , . . .) | (b0, Q(1)

∗ , Q
(2)
∗ , . . .)

)
≥ I(w;DD) + I

(
w; (q̃(1), q̃(2), . . .) | (b0, Q̃(1), Q̃(2), . . .)

)
= I

(
w; (q̃(1), q̃(2), . . . ,DD) | (Q̃(1), Q̃(2), . . .)

)
(4.15)

Intuition. We can explain Theorem 3 through two main insights. First, the mutual information

from a passively collected demonstration dataset is the same regardless of when that demonstration

is incorporated as long as it is conditioned on the same variables. Second, proactively generating

questions based on a prior leads to more incisive queries than choosing questions from scratch. In

fact, Theorem 3 can be generalized to show that active information resources should be utilized after

passive resources.

Bounded Regret

At the start of this chapter we mentioned that — instead of looking for the optimal sequence of

future questions — our techniques will greedily choose the best query at the current iteration. Prior

work has shown that this greedy approach is reasonable for volume removal, where it is guaranteed to

have bounded suboptimality in terms of the volume removed [171]. However, this volume is defined

in terms of the unnormalized distribution, and so this result does not say much about the learning

performance. Unfortunately, the mutual information also does not provide theoretical guarantees,

as it is only submodular, but not adaptive submodular.
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Algorithm 1 DemPref with a Human-in-the-Loop

1: Collect human demonstrations: DD = {ξ(1)D , ξ
(2)
D , . . . , ξ

(|DD|)
D }

2: Initialize belief over the human’s reward weights w: b0(w) ∝ exp
(
βDw ·

∑
ξD∈DD

Φ(ξD)
)
P (w)

3: for i← 1, 2, . . . do

4: Choose proactive question Q(i): Q
(i)
∗ ← argmaxQ(i) I(w; q(i) | Q(i), bi−1)− c(Q(i))

5: if I(w; q(i) | Q(i), bi−1)− c(Q(i)) < 0 then
6: return bi−1

7: end if
8: Elicit human’s answer q(i) to query Q(i)

9: Update belief over w given query and response: bi(w) ∝ P (q(i) | Q(i), w)bi−1(w)
10: end for

4.2.3 Algorithm

We present the complete DemPref pseudocode with active querying in Algorithm 1. This algorithm

involves two main steps: first, the robot uses the human’s offline trajectory demonstrations DD to

initialize a high-level understanding of the human’s preferred reward. Next, the robot actively gen-

erates user-friendly questions Q to fine-tune its belief b over w. These questions can be selected using

volume removal or mutual information objectives (we highlight the mutual information approach in

Algorithm 1). As the robot asks questions and obtains a precise understanding of what the human

wants, the informative value of new queries decreases: eventually, asking new questions becomes

suboptimal, and the DemPref algorithm terminates.

Advantages. Before moving to the simulation and experiment results, we conclude our presentation

of DemPref with mutual information maximization by summarizing its two main contributions:

1. The robot learns the human’s reward by synthesizing two types of information: high-level

demonstrations and fine-grained best-of-many choice queries.

2. The robot generates questions while accounting for the human’s ability to respond, naturally

leading to user-friendly and informative queries.

4.2.4 Experiments

We conduct three sets of experiments to evaluate the performance of DemPref with mutual informa-

tion maximization. Similar to Section 4.1, we assume a reward function that is linear in trajectory

features in all experiments, i.e., Rw(ξ) = w⊤Φ(ξ) for any trajectory ξ ∈ Ξ.4

4Unless otherwise noted, we adopt βD = 0.02, βC = 1, constant c(Q) for ∀Q, and assume a uniform prior over
reward parameters w, i.e., P (w) is constant for any ∥w∥2 ≤ 1. We use Metropolis-Hastings algorithm [69] for sampling
the set Ω from belief distribution over w.
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Simulation Domains

In each experiment in addition to the experiment domains presented in Section 4.1.2, we use a subset

of the following domains. These domains are shown in Figure 4.1 (and see Figure 4.3 for the domains

adopted from Section 4.1.2).

Linear Dynamical System (LDS). We use a linear dynamical system with six dimensional state

and three dimensional action spaces. State values are directly used as state features without any

transformation.

Driver. We use a 2D driving simulator [170], where the agent has to safely drive down a high-

way. The trajectory features correspond to the distance of the agent from the center of the lane,

its speed, heading angle, and minimum distance to other vehicles during the trajectory (white in

Figure 4.1 (top)). See Appendix D.1 for the formal feature definitions.

Tosser. We use a “Tosser” robot simulation built in MuJoCo [191] that tosses a capsule-shaped

object into baskets. The trajectory features are the maximum horizontal distance forward traveled

by the object, the maximum altitude of the object, the number of flips the object does, and the

object’s final distance to the closest basket. See Appendix D.1 for the formal feature definitions.

For our user studies, we again employ the same version of the Fetch environment as in Sec-

tion 4.1.2 with the physical Fetch robot (see Figure 4.3) [213].

Human Choice Models

As we described in Section 3.1, we require a probabilistic model for the human’s response q(i) in a

query Q(i) conditioned on their reward function parameters w. In the results we presented in this

section, we use two specific models. One is the softmax model we introduced in Equation (3.10),

re-stating:

P (q(i) = Q
(i)
j | Q

(i), w) =
exp(βCRw(Q

(i)
j ))∑|Q(i)|

j′=1 exp(βCRw(Q
(i)
j′ ))

. (4.16)

As the second model, we generalize pairwise comparison queries and this preference model to

include an “About Equal” option. This is similar to scale queries we introduced in Section 3.4.

However, we are using a different, simpler choice model as we are not allowing any choice other than

“About Equal” and the trajectory choices. We denote this new “About Equal” option by Υ and

define a weak pairwise comparison query Q+ := Q ∪ {Υ} when |Q| = 2.

Building on prior work by Krishnan [126], we incorporate the information from the “About
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Equal” option by introducing a minimum perceivable difference parameter ς ≥ 0, and defining:

P (q(i) = Υ | Q(i)+, w) = (exp(2ς)− 1)P (q(i) = Q
(i)
1 | Q(i)+, w)P (q(i) = Q

(i)
2 | Q(i)+, w) ,

P (q(i) = Q
(i)
j | Q

(i)+, w) =
1

1 + exp(ς +Rw(Q
(i)
j′ )−Rw(Q

(i)
j ))

, {Q(i)
j , Q

(i)
j′ } = Q(i)+ \ {Υ} .

(4.17)

Notice that Equation (4.17) reduces to Equation (3.10) when ς = 0; in which case we model the

human as always perceiving the difference in options. All derivations in Sections 3.1, 4.1 and 4.2

hold with weak pairwise comparison queries. In particular, we include a discussion of extending our

formulation to the case where ς is user-specific and unknown in Appendices B.1.1 and E.1.1. The

additional parameter causes no trouble in practice. For all our experiments in this section, we set

|Q| = 2, and ς = 1 (whenever relevant).

We note that there are alternative choice models compatible with our framework for weak pair-

wise comparisons (e.g., [110] and our scale feedback model in Section 3.4). Additionally, one may

generalize the weak pairwise comparison queries to |Q| > 2, though it complicates the choice model

as the user must specify which of the trajectories create uncertainty.

We are now ready to present our three sets of experiments each of which demonstrates a different

aspect of the proposed active DemPref framework:

1. The advantages of mutual information formulation over volume removal,

2. The order of demonstrations and preferences, and

3. Optimal stopping condition under the mutual information objective.

We again use the Alignmentmetric to quantitatively evaluate the performance (see Equation (4.10)).

Mutual Information vs. Volume Removal

To investigate the performance and user-friendliness of the mutual information and volume removal

methods for learning from comparative feedback, we conduct experiments with simulated users in

LDS, Driver, Tosser and FetchReach environments; and real user studies in Driver, Tosser and

FetchReach (with the physical robot). We are particularly interested in the following three hypothe-

ses:

H5. Mutual information formulation outperforms volume removal in terms of data-efficiency.

H6. Mutual information queries are easier and more intuitive for the human than those from volume

removal.

H7. A user’s preference aligns best with reward parameters learned via mutual information maxi-

mization.

To enable faster computation, we discretized the search space of the optimization problems by

generating 500,000 random pairwise comparison queries and precomputing their trajectory features.

Each call to an optimization problem then performs a loop over this discrete set.
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Figure 4.6: Alignment values are plotted (mean± standard error) to compare mutual information and volume
removal formulations. Standard errors are so small that they are mostly invisible in the plots. Dashed lines
show the weak pairwise comparison query variants. Mutual information provides a significant increase in
learning rate in all cases. While weak pairwise comparison queries lead to a large amount of improvement
under volume removal, mutual information formulation is still superior in terms of the convergence rate.

In simulation experiments, we learn the randomly generated reward functions via both strict

and weak pairwise comparison queries where the “About Equal” option is absent and present,

respectively. We repeat each experiment 100 times to obtain confidence bounds. Figure 4.6 shows

the Alignment value against query number for the 4 different tasks. Even though the “About Equal”

option improves the performance of volume removal by preventing the trivial query, Q = {ξ1, ξ1, . . . },
from being a global optimum, mutual information gives a significant improvement on the learning

rate both with and without the “About Equal” option in all environments.5 These results strongly

support H5.

The numbers given within Figure 4.7 count the wrong answers and “About Equal” choices made

by the simulated users. The mutual information formulation significantly improves over volume

removal. Moreover, weak pairwise comparison queries consistently decrease the number of wrong

answers, which can be one reason why it performs better than strict queries.6 Figure 4.7 also shows

when the wrong responses are given. While wrong answer ratios are higher with volume removal

formulation, it can be seen that mutual information reduces wrong answers especially in early queries,

which leads to faster learning. These results support H6.

In the user studies for this part, we used Driver and Tosser environments in simulation and the

FetchReach environment with the physical robot. We began by asking participants to rank a set of

features (described in plain language) to encourage each user to be consistent in their preferences.

Subsequently, we queried each participant with a sequence of 30 questions generated actively; 15

from volume removal and 15 via mutual information. We prevent bias by randomizing the sequence

of questions for each user and experiment: the user does not know which algorithm generates a

question.

Participants responded to a 7-point rating scale survey after each question:

5See Appendix E.1.2 for results without query space discretization.
6Another possible explanation is the information acquired by the “About Equal” responses. We analyze this in

Appendix E.1.3 by comparing the results with what would happen if this information was discarded.
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Figure 4.7: Wrong answer ratios on different queries are shown. The numbers at top show the average
number of wrong responses and “About Equal” choices, respectively, for both strict and weak queries.
Mutual information formulation yields smaller numbers of wrong and “About Equal” answers, especially in
the early stages.

• It was easy to choose between the trajectories that the robot showed me.

They were also asked the Yes/No question:

• Can you tell the difference between the options presented?

In concluding the Tosser and Driver experiments, we showed participants two trajectories: one

optimized using reward function parameters from mutual information (trajectory A) and one opti-

mized using reward parameters from volume removal (trajectory B)7. Participants responded to a

7-point rating scale survey:

• Trajectory A better aligns with my preferences than trajectory B.

We recruited 15 participants (8 female, 7 male) for the simulations (Driver and Tosser) and

12 for the FetchReach (6 female, 6 male). We used strict pairwise comparison queries. A video

demonstration of these user studies is available at http://youtu.be/JIs43cO\_g18.

Figure 4.8a shows the results of the easiness surveys. In all environments, users found mutual

information queries easier: the results are statistically significant (p < 0.005, two-sample t-test).

Figure 4.8b shows the average number of times the users stated they cannot distinguish the options

presented. The volume removal formulation yields several queries that are indistinguishable to the

users while the mutual information formulation avoids this issue. The difference is significant for

Driver (p < 0.05, paired-sample t-test) and Tosser (p < 0.005). Taken together, these results

support H6.

Figure 4.8c shows the results of the survey the participants completed at the end of experiment.

Users significantly preferred the mutual information trajectory over that of volume removal in both

environments (p < 0.05, one-sample t-test), supporting H7.

7We excluded FetchReach for this question to avoid prohibitive trajectory optimization (due to large action space).
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Figure 4.8: User study results. Error bars show std. Asterisks show statistical significance. (a) Easiness
survey results averaged over all queries and users. Queries generated using the mutual information max-
imization method are rated significantly easier by the users than the volume removal queries. (b) The
number of identical options in the experiments averaged over all users. In Driver and Tosser, users indicated
significantly less indistinguishable queries with mutual information maximization compared to volume re-
moval maximization. (c) Final preferences averaged over the users. 7 means the user strongly prefers the
optimized trajectory w.r.t. the learned reward by the mutual information formulation, and 1 is the volume
removal. Dashed line represents indifference between two methods. Users significantly prefer the robot who
learned using the mutual information maximization method for active query generation.

The Order of Information Sources

Having seen mutual information maximization provides a significant boost in the learning rate, we

checked whether the passively collected demonstrations or the actively queried preferences should

be given to the model first. Specifically, we tested:

H8. If passively collected demonstrations are used before the actively collected comparison query

responses, the learning becomes faster.

While Theorem 3 asserts that we should first initialize DemPref via demonstrations, we performed

simulation experiments to check this notion in practice. Using LDS, Driver, Tosser and FetchReach,

we ran three sets of experiments where we adopted weak pairwise comparison queries: (i) We initialize

the belief with a single demonstration and then query the simulated user with 15 pairwise comparison

questions, (ii) We first query the simulated user with 15 pairwise comparison questions and we add

the demonstration to the belief independently after each question, and (iii) We completely ignore the

demonstration and use only 15 pairwise comparison queries. The reason why we chose to have only

a single demonstration is because having more more demonstrations tends to increase the alignment

value for both (i) and (ii), thereby making the difference between the methods’ performances very

small. We ran each set of experiment 100 times with different, randomly sampled, true reward

functions. We again used the same dataset of 500,000 queries for query generation. We also used the

trajectory that gives the highest reward to the simulated user out of this dataset as the demonstration

in the first two sets of experiments. Since the demonstration is not subject to noises or biases due

to the control of human users, we set βD = 0.2.

Figure 4.9 shows the Alignment value against the number of queries. The last set of experiments
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Figure 4.9: Simulation results for the order of demonstrations and preference queries. Alignment values are
plotted (mean±s.e.). It is consistently better to first utilize the passively collected demonstrations rather
than actively generated preference queries. The differences in the Alignment value is especially small in the
FetchReach simulations, which might be due to the fact that it is a simpler environment in terms of the
number of trajectory features.

has significantly lower Alignment values than the first two sets especially when the number of

pairwise comparison queries is small. This indicates the demonstration has carried an important

amount of information. Comparing the first two sets of experiments, the differences in the Alignment

values are small. However, the values are consistently higher when the demonstrations are used to

initialize the belief distribution. This supports H8 and numerically validates Theorem 3.

Optimal Stopping

Finally, we experimented our optimal stopping extension for mutual information based active query-

ing algorithm in LDS, Driver, Tosser and FetchReach environments with simulated users. Again

adopting query discretization, we tested:

H9. Optimal stopping enables cost-efficient reward learning under various costs.

As the query cost, we employed a cost function to improve interpretability of queries, which may

have the associated benefit of making learning more efficient [20]. We defined a cost function:

c(Q) = ϖ − |ψj∗ |+ max
j′∈{1,... }\{j∗}

|ψj′ |, j∗ = argmax
j

|ψj |,

where ψ = Φ(Q1)−Φ(Q2). This cost favors queries in which the difference in one feature is larger than

that between all other features. Such a query may prove more interpretable. We first simulate 100

random users and tuneϖ accordingly: For each simulated user, we record theϖ value that makes the

objective zero in the ith query (for smallest i) such that Alignmenti, Alignmenti−1, Alignmenti−2 ∈
[x, x+ 0.02] for some x. We then use the average of these ϖ values for our tests with 100 different

random users. Figure 4.10 shows the results.8 Optimal stopping rule enables terminating the process

with near-optimal cumulative active learning rewards (the cumulative difference between the mutual

information and the cost as in Equation (4.14)) in all environments, which supports H9.

8We found similar results with query-independent costs minimizing the number of queries. See Appendix E.1.4.
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Figure 4.10: Simulation results for optimal stopping. Line plots show cumulative active learning rewards
(cumulative difference between the mutual information values and the query costs), averaged over 100 test
runs and scaled for visualization. Histograms show when optimal stopping condition is satisfied, which aligns
with the desired cumulative rewards.

Following the same order as in Chapter 3, we now proceed with preference-based GP regression

where a Gaussian process model is trained using pairwise comparisons. We extend this learning

framework with mutual information based active querying to improve data-efficiency.

4.3 Active Querying for Preference-based GP Regression

While we know how to learn a non-parametric reward function f using only pairwise comparisons

from Section 3.2, this endeavor can require tremendous amount of data, because each query will give

at most 1 bit of information. Furthermore, we can expect a decreasing trend in the information gain

as we learn the reward function. Therefore, it is important to select the queries for the human such

that each query gives as much information as possible. For parametric reward models, Section 4.2

has shown that this can be done by maximizing the mutual information, which also makes the

queries easy for the user. Extending this formulation to the reward functions modeled with a GP

is not trivial, because one needs to sample from the GP many times for each trajectory, whereas a

parametric reward form allows the reward prediction after sampling the parameters only once.

Hence, in this section, our goal is to perform mutual information maximization with GPs.

4.3.1 Formulation

Formally, we want to solve the following problem, using the same notation as in Section 3.2:

Q∗ = (Φ
(1)
∗ , Φ

(2)
∗ ) = argmax

Φ(1),Φ(2)

I(f ; q | Φ(1), Φ(2),Q,q),



4.3. ACTIVE QUERYING FOR PREFERENCE-BASED GP REGRESSION 69

where I is the mutual information and q is the response to the query Q = (Φ(1), Φ(2)). This

optimization is equivalent to

argmax
Φ(1),Φ(2)

(
H(q | Φ(1), Φ(2),Q,q)− Ef |Q,q

[
H(q | Φ(1), Φ(2), f)

])
, (4.18)

where H is the information entropy.

This optimization can be interpreted as follows: On one hand, maximizing the first entropy term

H(q | Φ(1), Φ(2),Q,q) encourages fast convergence by maximizing the uncertainty of the outcome

of every query for the learned GP model. On the other hand, minimizing the second entropy term

H(q | Φ(1), Φ(2), f) encourages the ease of responding to the queries by the user meaning the user

should be certain about their choices.

We defer the full derivation of (4.18) to Appendix B.2, but here we give an easy-to-implement

formulation of the optimization. Denoting the posterior mean of f(Φ(i)), which is obtained using

Equation (3.16), with µ(i), the objective function can be written as

h

(
Φ

(
µ(1) − µ(2)√

2σ2
C + g(Φ(1), Φ(2))

))
−m

(
Φ(1), Φ(2)

)
(4.19)

where σC is the noise parameter of the human response model we introduced in Equation (3.12),

g(Φ(1), Φ(2)) =Var
(
f(Φ(1))

)
+Var

(
f(Φ(2))

)
− 2 Cov

(
f(Φ(1)), f(Φ(2))

)
,

whose terms can be computed using Equation (3.17); h is the binary entropy function, i.e.,

h(p) = −p log2(p)− (1− p) log2(1− p),

and

m
(
Φ(1), Φ(2)

)
=

√
π ln(2)σ2

C exp
(
− (µ(1)−µ(2))2

π ln(2)σ2
C+2g(Ψ(1),Ψ(2))

)
√
π ln(2)σ2

C + 2g(Φ(1), Φ(2))
.

Synthesizing queries that maximize this objective will give us very informative data points for

preference-based GP regression and improve data-efficiency.

Previously, we have shown in Section 4.2 for the parametric reward models that using a mutual

information based formulation accelerates the learning whereas volume removal based methods (as

in Section 4.1) rely on local optima and can produce trivial queries that compare the exact same

trajectory and so gives no information. In the following, we show our formulation in this section

also does not suffer from this trivial query problem.

Remark 1. The trivial query Q = {Φ(1), Φ(1)} does not maximize our acquisition function given in
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Figure 4.11: Sample trajectories are shown for the two simulation environments. In Driver, another car is
cutting in front of the ego vehicle. In Tosser, the robot must hit the dropping capsule such that it will fall
into one of the baskets.

(4.19), and is in fact a global minimizer.

Proof. For the query Q = {Φ(1), Φ(1)}, we re-write (4.19) as

h

(
Φ

(
µ(1) − µ(1)√

2σ2
C + g(Φ(1), Φ(1))

))
−m (Φ) = 1−m(Φ(1), Φ(1))

where Var
(
f(Φ(1))

)
= Cov

(
f(Φ(1)), f(Φ(1))

)
, and so g(Φ(1), Φ(1)) = 0, and

m (Φ) =

√
π ln(2)σ2

C exp
(
− (µ(1)−µ(1))2

π ln(2)σ2
C+2g(Φ(1),Φ(1))

)
√
π ln(2)σ2

C + 2g(Φ(1), Φ(1))
= 1

which makes the objective value 0. Since the mutual information has to be nonnegative, this com-

pletes the proof that the trivial query is a global minimizer of the objective.

We now proceed with our simulations and experiments on GP regression using actively collected

pairwise comparison feedback.

4.3.2 Experiments

Simulation Experiments

In this subsection, we present our experiments in two simulation domains to demonstrate how (i)

GP rewards improve expressiveness over linear reward functions (which is often assumed as we

did in Sections 4.1.2 and 4.2.4, also see [1, 155, 226]), and (ii) active query generation improves

data-efficiency over random querying.

Environments. To validate our framework on robotics tasks, we used two simulation environments

from Section 4.2.4 with slight modifications: a 2D Driver simulation [170] and a MuJoCo [191]

environment to simulate a Tosser robot that tries to throw an object into a basket. For reader’s

convenience, we again show visuals from these environments with sample trajectories in Figure 4.11.
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For example in Driver, the user is asked whether they would move forward or backward in the given

scenario. While the users would have a common response to this query, some questions may differ

among the users. For instance in Tosser, the query asks the user whether to throw the ball into

the green basket or to drop it instead. Depending on the users’ preferences about the green basket,

different users may have different responses.

Figure 4.12: Accuracies and average log-likelihoods for test set queries are shown for the Driver environment
(mean±std over 5 runs). (a) Expressiveness results when the true underlying reward function is linear. (b)
Expressiveness results when the true underlying reward function is a degree-of-two polynomial. (c) Data-
efficiency results that compare ActiveGP with RandomGP. Accuracies and average log-likelihoods for test
set queries are shown (mean±std). Active query generation improves data-efficiency over random querying
in both tasks. This can be seen through both accuracy and log-likelihood.

In these two environments, we use the following simple features for the function Φ:

• Driver : Distance to the other car, speed, heading angle, distance to the closest lane center.

• Tosser : The maximum horizontal range, and the number of capsule flips.

In contrast to the other sections and the prior work, here we do not need to fine-tune the feature

hyperparameters to learn the reward functions because GPs can effectively capture nonlinearities.

Simulated Human Model. We simulated human responses with an underlying true reward func-

tion R with some Gaussian noise, in accordance with the probit model presented in Equation (3.12).

We modeled the true R as either a degree-of-two polynomial or a linear function. In both cases, we

selected the parameters of true R as i.i.d. random samples from the standard normal distribution.

We repeated each simulation experiment 5 times with varying underlying true reward functions.

Baselines. For our analyses, we compared three methods:

• RandomGP: The reward is modeled using a Gaussian process. The two distinct trajectories

selected in each training query are sampled from a training dataset uniformly at random.
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• ActiveLinear: The reward is modeled as a linear combination of features, and the active

query generation method of Section 4.2 selects the most informative comparison queries at

every step of training.

• ActiveGP: The reward is modeled as a Gaussian process. We will use our active query

generation method to generate the most informative comparison queries to efficiently learn the

reward function.

We generated a training dataset of trajectories with uniformly randomly selected actions, as

in Section 4.2.4. At every iteration of ActiveGP and ActiveLinear, we computed the mutual

information of each possible query from this dataset to select the most informative query. This

approach decreases the computation time compared to solving a continuous optimization over all

possible trajectories as it was done in Section 4.1.2 and by [171, 159].

Evaluation. We compare GP reward with linear reward in terms of expressiveness (ActiveGP

vs. ActiveLinear), and compare active query generation with random querying baseline in terms

of data-efficiency (ActiveGP vs. RandomGP).

Test Set Generation. For both analyses on the expressiveness and data-efficiency, we also gener-

ated test sets of trajectories from the same distribution as the training set. However, it would not

be fair to use the test set as is. Obtained with uniformly random action sequences, the majority of

the training set is uninteresting trajectories, e.g. the ego car moves slightly forward and backward

(similar to a random walk) in Driver, or the robot does not hit the capsule in Tosser. Using the

test set without further modifications would mean we give more importance to these uninteresting

behaviors as they form the majority in the datasets. Obviously, this is not the case. We want to

learn the reward function everywhere in the dynamically feasible region with equal importance.
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Figure 4.13: Features of 1000 Tosser trajectories are visualized in two-dimensional plane (gray). Poisson disk
sampling allows us to obtain a diverse set of 20 samples (orange), whereas sampling uniformly at random
yields mostly uninteresting trajectories (blue).

Hence, we adopted Poisson disk sampling [48] to get a diverse set of trajectories from the test
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set. Poisson disk sampling makes sure the difference between trajectories9 is above some threshold

by rejecting the samples that violate this constraint. A small example set of samples is compared

to uniformly random samples in Figure 4.13 for the Tosser environment.

After obtaining the diverse test set, we stored the true (noiseless) response of the simulated user

for each possible query in this set. For the analysis on expressiveness, we computed the accuracy

and the log-likelihood of the true responses under the reward functions that are learned with |DC |
actively chosen queries (up to |DC | = 200). For data-efficiency analysis, we again used the true

human responses to the queries in the diverse test set (only from the polynomial reward functions)

to calculate the accuracy and the log-likelihood under the learned reward functions.

Figure 4.14: Accuracies and average log-likelihoods for test set queries are shown for the Tosser environment
(mean±std over 5 runs). (a) Expressiveness results when the true underlying reward function is linear. (b)
Expressiveness results when the true underlying reward function is a degree-of-two polynomial. (c) Data-
efficiency results that compare ActiveGP with RandomGP. Accuracies and average log-likelihoods for test
set queries are shown (mean±std). Active query generation improves data-efficiency over random querying
in both tasks. This can be seen through both accuracy and log-likelihood.

Expressiveness. Figures 4.12a, 4.12b, 4.14a, and 4.14b show the results of expressiveness simula-

tions. When the true reward is polynomial, the linear model results in very high variance in both

accuracy and likelihood, because its performance relies on how good a linear function can explain

the true nonlinear reward. In this case, the GP model captures nonlinearities better than the linear

model and provides better learning (Figures 4.12b and 4.14b). When the true reward function is

linear in features, a linear model naturally learns faster. However, as shown in Figures 4.12a and

4.14a, even in that case, GP model can achieve linear model’s performance. To further improve

the reward model, one can consider an approach to combine the linear and GP models by keeping

9We used L2 distance between the feature vectors.
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Figure 4.15: Top view of the eight targets in the variant of mini-golf user study. The users assign distinct
scores from 2 to 9 to the targets. The figure shows an example of this ranking. While the robot is capable of
hitting the ball into the entire shaded region, the maximizers of a linear reward always lie near the corners of
the shaded region in blue. Therefore, while the GP reward model can query the user with better trajectories
(e.g. the green trajectory), the linear model only explores the boundaries (e.g. the blue trajectory that
throws the ball outside of this region). Crosses show where the ball hits the ground.

a belief distribution over whether the true reward is linear or not, and actively querying the user

according to this belief. We leave this extension as future work.

Data-Efficiency. We then evaluated how our active query generation helps with data-efficiency.

Figures 4.12c and 4.14c compare ActiveGP and RandomGP for the simulation environments. It

can be seen that active querying significantly accelerates learning over random querying. It should

be noted that the number of samples taken via Poisson disk sampling matters: While choosing a

very small number will increase the variance in the results, choosing a very large number will make

random querying seem like it performs comparable to (or even better than) the active querying as

the test set will mostly consist of uninteresting trajectories, which are also abundant in the training

set, as we stated earlier.

User Studies

Experiment Setup. We also compare our method ActiveGP with ActiveLinear and Ran-

domGP on a user study with a Fetch mobile manipulator robot [213]. In this study, the human

subjects teach the Fetch robot how to play a variant of mini golf where the robot can achieve differ-

ent scores by hitting the ball to different targets (see Figures 3.3 and 4.15 for the setup). However,

these scores are only known to the human. In fact, the robot does not even know the locations of

the targets, and it tries to learn the reward as a function of its control inputs. Fixing some of the

joints, we let the robot vary only its shot speed and angle, which are also the features of the reward

function.

This experiment setting is interesting because a linear reward function can only encode whether

the robot must hit the ball to the right or to the left, or whether it must hit with high or low

speed. It cannot particularly encourage (or discourage) hitting with a modest angle and/or speed.
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Therefore, as we show in Figure 4.15, the targets that are around the middle region cannot be the

maximizers of a linear reward function.

Subjects and Procedure. We recruited 10 users (6 male, 4 female) with an age range from 19 to

28. Each user first assigned their distinct scores (from 2 to 9) to the eight targets. The robot then

queried them with 50 pairwise comparison questions: 15 for ActiveGP, 15 for ActiveLinear, 15

for RandomGP and 5 queries generated uniformly at random to create a test set. We shuffled the

order of queries to avoid any bias. We used the reward models, each of which is learned with 15

queries, to predict the user responses in the test set. The prediction score on the test set provides

an accuracy metric.

In addition to the accuracy, we assessed whether the robot could successfully learn how to perform

a good shot. For this, after the subjects responded to 50 queries, the robot demonstrated 3 more

trajectories each of which corresponds to the optimal trajectory of one method, the trajectory that

maximizes the learned reward function. Again, the order of these trajectories was shuffled. After

watching each demonstration, the subjects assigned a score to the shot from a 9-point rating scale

(1-very bad, 9-very good).

Results and Discussion We provide a video that gives an overview of user studies and their results

at https://youtu.be/SLSO2lBj9Mw.

Figure 4.16: (a) Prediction accuracy results (mean±se). Each trained with 15 queries, ActiveGP achieves
significantly higher prediction accuracy than both ActiveLinear and RandomGP (p < 0.05). (b) User
ratings on the final robot performance (mean±se). ActiveGP accomplishes the task significantly better
than both ActiveLinear and RandomGP (p < 0.05).

Figure 4.16a shows the prediction accuracy values on the test sets collected from the subjects

(averaged over the subjects). By modeling the reward using a GP and querying the users with the

most informative questions, ActiveGP achieves significantly higher prediction accuracy (0.74±0.04,
mean±se) compared to both ActiveLinear (0.62± 0.07) and RandomGP (0.62± 0.06) with p <

0.05 (Wilcoxon signed rank test). The results from this user study are aligned with our simulation

studies.

In reward learning, it is crucial to validate whether the learned reward function can encode the

desired behavior or not. Figure 4.16b shows the user ratings to the trajectories that the robot showed
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after learning the user preferences via 3 different methods. ActiveGP obtains significantly higher

scores (6.9± 0.6) than both ActiveLinear (3.4± 0.7) and RandomGP (5.1± 0.7) with p < 0.05.

While ActiveLinear occasionally achieves high scores when the users’ preferred target is near the

edge, it generally fails to produce the desired behavior due to its low expressive power.

The next section will present more simulation and experiment results with active preference-based

GP regression, after discussing active querying in the presence of ordinal feedback.

4.4 ROI Active Learning with Comparisons and Ordinal Feed-

back

Having seen the success of mutual information maximization based active querying for non-parametric

reward functions in Section 4.3.2, we want to extend it in the same way as we did in Chapter 3:

we want to be able to utilize ordinal feedback in addition to pairwise comparisons. Furthermore, in

Section 3.3, we established that it is sometimes desired to define a “region of avoidance” (ROA) in

the trajectory space Ξ such that we should not query the user with the trajectories in that space.

This is especially relevant when we are actively querying the user: we should constrain our active

querying optimization to avoid ROA.

Therefore in this section, we extend the GP regression model we presented in Section 3.3 with

active querying. We again use mutual information maximization. However, differently from Sec-

tion 4.3, we now select the trajectories such that:

1. Each trajectory is compared with the previous trajectory in the querying sequence (as opposed

to optimizing for a couple of trajectories for pairwise comparisons),

2. We want to maximize the information from not only the comparative feedback, but also the

ordinal feedback,

3. We try to avoid querying the user with trajectories from ROA.

We call our algorithm ROIAL, short for region of interest active learning.

At the end of this section, we will demonstrate in simulation that ROIAL estimates both the

region of interest (ROI) and the reward function within the ROI with high accuracy. We experimen-

tally demonstrate ROIAL on the lower-body exoskeleton Atalante (Figure 3.4) to learn the reward

functions of three non-disabled users over four gait parameters. The obtained landscapes highlight

both agreement and disagreement in preferences among the users. Previous algorithms for exoskele-

ton gait optimization were incapable of drawing such conclusions; thus, this work represents progress

towards establishing a better understanding of the science of walking with respect to exoskeleton

gait design.
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4.4.1 Formulation

ROIAL selects samples by modeling a Bayesian posterior over the reward function using Gaussian

processes and maximizing the mutual information (over the ROI) with respect to this posterior. In

this section, we continue to use the notation in Section 3.3, as we are now making it active.

Defining f̂ (i) := [f̂ (i)(Φ(ξ(1))), . . . , f̂ (i)(Φ(ξ(|Ξ|)))]⊤ as the maximum a posteriori (MAP) estimate

of the rewards f given D(i), we aim to adaptively select the next trajectories ξ(1), ξ(2), . . . ∈ Ξ that

minimize the error in estimating f over the ROI. We model the error as Error(i) :=
∑
ξ∈ROI|f−f̂ (i)|,

where the absolute value is taken element-wise.

Trajectory Selection via Mutual Information Maximization

To learn the reward function in as few trials as possible, we select trajectories to maximize the mutual

information between the reward function and the comparison-based and ordinal human feedback.

We again adopt the greedy approach as in the previous sections to solve the following optimization

in each iteration i:

max
ξ(i)∈ROI(i)

I(f ; q(i)o , q(i) | D(i−1), ξ(i)), (4.20)

where q(i) denotes the user’s response to a pairwise comparison query between ξ(i) and ξ(i−1), and

q
(i)
o denotes the ordinal feedback for trajectory ξ(i). One can re-write (4.20) in terms of information

entropy:

max
ξ(i)

H(q(i)o , q(i) | D(i−1), ξ(i))− Ef |D(i−1)

[
H(q(i)o , q(i) | D(i−1), ξ(i),f)

]
.

Again, we can interpret the first term as the uncertainty about trajectory ξ(i)’s ordinal label and

preference relative to ξ(i−1). We aim to maximize this term, because queries with high model

uncertainty could potentially yield significant information. The second term is conditioned on f ,

and so represents the user’s expected uncertainty. If the user is very uncertain about their feedback,

then the action ξ(i) gives only a small amount of information. Hence, we aim to minimize this second

term. In this way, mutual information maximization produces queries that are both informative and

easy for users.

The second term is estimated via sampling from the Laplace-approximated Gaussian posterior

P (f | D(i−1)). Computing the first term requires the probability P (q
(i)
o , q(i) | D(i−1), ξ(i)). We derive

it as:

P (q(i)o , q(i) | D(i−1), ξ(i)) =

∫
R|Ξ|

P (f | D(i−1), ξ(i))P (q(i)o , q(i) | D(i−1), ξ(i),f)df (4.21)

= Ef |D(i−1)

[
P (q(i)o , q(i) | D(i−1), ξ(i),f)

]
, (4.22)
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Algorithm 2 ROIAL Algorithm

Require: Reward prior parameters; ordinal thresholds Bo1 , . . . , B
o
|Bo|; subset size |Ξ

(i)
S | for ∀i; con-

fidence parameter ε
1: D(0) = ∅, ▷ D(i): user feedback dataset including iteration i
2: Select a trajectory ξ(1) at random
3: Add ordinal feedback to data to obtain D(1)

4: for i = 2,. . . do
5: Update the model posterior P (f | D(i−1)) ▷ Equation (3.18)

6: Determine Ξ
(i)
S by randomly selecting |Ξ(i)

S | actions
7: Determine ROI(i) ⊂ Ξ

(i)
S

8: ξ(i) ← argmaxξ∈ROI(i) I(f ; q
(i)
o , q(i) | D(i−1), ξ)

9: Add preference and ordinal feedback to data to obtain D(i)

10: end for

which we approximate with samples from P (f | D(i−1)).

ROIAL Algorithm

Algorithm 2 presents the pseudocode for the ROIAL algorithm we develop. Line 8 solves the mutual

information maximization problem, whereas the procedures for lines 5-7, which include learning and

estimating ROI, were presented in Section 3.3.

4.4.2 Simulations and Experiments

Simulation Results

We evaluate ROIAL’s performance on the Hartmann3 function—which is a standard benchmark

for learning non-convex, smooth functions—and on 3-dimensional synthetic functions, sampled from

a Gaussian process prior over a 20 × 20 × 20 grid. As evaluation metrics, we use the algorithm’s

errors in pairwise comparison and ordinal label prediction; these allow us to quantify performance

when the true reward function is unknown. The average ordinal prediction error is defined as

Error(i) := 1
i

∑i
i′=1|q̂

(i′)
o − q(i

′)
o

∗
|, and all simulations use 5 ordinal categories.10

1D illustration of ROIAL. Figure 4.17 illustrates the algorithm for a 1D objective (reward) func-

tion. Initially, ROIAL samples widely across the space (Figure 4.17a-4.17c). As seen by comparing

iterations 5 and 20 (Figure 4.17c-4.17d), the algorithm stops querying points in the ROA (points

in Bo1) because the upper confidence bound (top of the blue shaded region) there falls below the

hyperparameter Bo1 (dotted gray line).

Extending to higher dimensions. To characterize the impact of the random subset size on

10Unless otherwise stated, hyperparameters are held constant across simulations and experiments, and their values
can be found in https://github.com/kli58/ROIAL.
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(a) Iteration 1 (b) Iteration 3 (c) Iteration 5 (d) Iteration 20

Figure 4.17: 1D posterior illustration. The true objective function is shown in orange, and the algorithm’s
posterior mean is blue. Blue shading indicates the confidence region for ε = 0.5. The solid grey line indicates
the true ordinal threshold Bo

1 : the ROI is above this threshold, while the ROA is below it. The dotted grey
line is the algorithm’s Bo

1 hyperparameter. The actions queried so far are indicated with “x”s. Utilities are
normalized in each plot so that the posterior mean spans the range from 0 to 1.

(a) Synthetic function
posterior

(b) Hartmann3 prediction error (c) Synthetic function prediction error

Figure 4.18: Impact of random subset size on algorithm performance. a) Example 3D synthetic objective
function and posterior learned by ROIAL with subset size = 500 after 80 iterations. Values are averaged
over the 3rd dimension and normalized to range from 0 to 1. b-c) Algorithm’s error in predicting preferences
and ordinal labels (mean ± std). Each simulation evaluated performance at 1000 randomly- selected points;
the model posterior was used to predict preferences between consecutive pairs of points and ordinal labels
at each point.

algorithmic performance, we compare performance of different sizes in simulation for both the Hart-

mann3 and synthetic reward functions. We calculate the posterior over the entire space only every

10 steps to reduce computation time, and then use this posterior to evaluate the algorithm’s error

in predicting preference and ordinal labels. Figure 4.18a provides an example of a 3D posterior,

Figure 4.18b depicts the average performance for Hartmann3 over 10 simulation repetitions, and

Figure 4.18c shows the average performance over a set of 50 unique synthetic functions. We find

that a subset size of at least 5 yields performance close to using all points.

Estimating the region of interest. We demonstrate the effect of the confidence parameter ε

on the number of points sampled from the ROA and on prediction error in the ROI. Figure 4.19a

demonstrates that across various values of ε, visits to the ROA decrease as ε decreases. To confirm

that restricting queries to the estimated ROI does not harm performance, we also compare label
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(a) Number of samples in the ROA and prediction error in the ROI (b) Confusion matrices

Figure 4.19: Effect of the confidence interval. All simulations are run over 50 reward synthetic functions
with a random subset size of 500. a) Left: cumulative number of points in the ROA (Bo

1) queried at each
iteration (mean ± std). Note that as ε increases, more samples are required for the confidence interval to
fall below the ROA threshold, at which point ROIAL starts avoiding the ROA. Middle and right: error in
predicting comparison and ordinal labels for different values of ε; predictions are over 1,000 random actions
(mean ± std). b) Confusion matrices (column-normalized) of ordinal label prediction over the entire action
space at iterations 80 and 240 with ε = -0.45. The 2× 2 confusion matrices for ROI prediction accuracy are
outlined in green. Prediction accuracy increases with the number of iterations.

prediction error in the ROI across values of ε. When ε = −0.45, ROIAL achieves similar preference

prediction accuracy and slightly-improved ordinal label prediction within the ROI compared to

ε = ∞, which permits sampling over the entire space (Figure 4.19a). Additionally, the confusion

matrix (Figure 4.19b) shows that the algorithm usually predicts either the correct ordinal label or

an adjacent ordinal category. The ROI prediction accuracy (green text in Figure 4.19b) indicates

that ROIAL predicts whether points belong to the ROI with relatively-high accuracy.

Robustness to noisy feedback. Since user feedback is expected to be noisy, we evaluate the algo-

rithm’s robustness to noisy feedback generated from the distributions P (qo | f , ξ) = gO

(
Bo

qo
−f(Φ(ξ))
σO

)
−

gO

(
Bo

qo−1−f(Φ(ξ))
σO

)
and P (ξ(1) ≻ ξ(2) | f) = gC

(
f(Φ(ξ(1)))−f(Φ(ξ(2)))

σC

)
for ordinal and pairwise com-

parison feedback, respectively, with true ordinal thresholds {Boj | j = 0, . . . , |Bo|} and simulated

noise parameters σC and σO. We set σO > σC because we expect ordinal labels to be noisier than

pairwise comparisons, as they require users to recall all past experience to give consistent feedback,

whereas a pairwise comparison only involves the previous and current points (or trajectories). The

algorithm learns more slowly with noisier feedback (Figure 4.20).

Exoskeleton Experiments

After demonstrating ROIAL’s performance in simulation, we experimentally deployed it on the lower-

body exoskeleton Atalante, developed by Wandercraft (video: https://youtu.be/04lMJmKmZrQ,

ROIAL hyperparameters: https://github.com/kli58/ROIAL). Atalante, shown in Figure 3.4, is
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Figure 4.20: Effect of noisy feedback. The ordinal and pairwise comparison noise parameters, σO and σC ,
range from 0.1 to 0.3 and 0.02 to 0.06, respectively. All cases use a random subset size of 500 and ε = −0.45,
and each simulation uses 1,000 random points to evaluate label prediction. Plots show means ± standard
deviation.

Figure 4.21: Confusion matrix of the validation phase results for all three subjects. The first column is gray
because trajectories in the ROA (Bo

1) were purposefully avoided to prevent subject discomfort. Percentages
are normalized across columns. Parentheses show the numbers of gait trials in each case.

an 18 degree of freedom robot designed to restore assisted mobility to patients with motor complete

paraplegia through the control of 12 actuated joints: 3 joints at each hip, 1 joint at each knee, and

2 degrees of actuation in each ankle. For more details on Atalante, refer to [3, 106, 102].

Dynamically stable crutch-less exoskeleton walking gaits are generated through nonconvex op-

timization techniques (see Section II of Tucker et al. [193]), based on the theory of hybrid zero

dynamics (HZD) introduced by Ames [9] and the HZD-based optimization method presented in

[108]. These periodic gaits are parameterized by various features, and this studies focuses on

four: step length (SL) in meters, step duration (SD) in seconds, maximum pelvis roll (PR) in

degrees, and maximum pelvis pitch (PP) in degrees (Figure 3.4). These parameters were selected

because exoskeleton users frequently suggested modifications to SL, SD, and PR in prior work

(see https://sites.google.com/view/roial-icra2021), and we wanted to further study the re-

lationship between PR and PP. We discretized these parameters into bins of sizes 10, 7, 5, and 5,

respectively, resulting in 1,750 trajectories within a 4D gait (or feature) space. ROIAL randomly

selected 500 trajectories in each iteration and used ε = 0.45 to estimate the ROI.
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Figure 4.22: 4D posterior mean reward across exoskeleton gaits. Rewards are plotted over each pair of
gait space parameters, with the values averaged over the remaining 2 parameters in each plot. Each row
corresponds to a subject: Subject 1 is the most experienced exoskeleton user, Subject 2 is the second-most
experienced user, and Subject 3 never used the exoskeleton prior to the experiment.

The experimental procedure was conducted for three non-disabled subjects and consisted of 40

trials divided into a training phase (30 trials) and a validation phase (10 trials). Subjects were not

informed of when the validation phase began. Subjects provided ordinal labels for all 40 gaits, and

optional pairwise comparisons between the current and previous gaits for all but the first trial.11

Four ordinal categories were considered and described to the users as:

1. Very Bad (Bo1): User feels unsafe or uncomfortable to the point that the user never wants to

repeat the gait.

2. Bad (Bo2): User dislikes the gait but does not feel unsafe or uncomfortable.

3. Neutral (Bo3): User neither dislikes nor likes the gait and would be willing to try the gait

again.

4. Good (Bo4): User likes the gait and would be willing to continue walking with it for a long

period of time.

While including additional ordinal categories could increase the potential information gain from each

query, it also increases the cognitive burden for the users and thus makes the labels less reliable.

Validation gaits were selected so that at least two samples were predicted to belong to Bo2,Bo3, and
Bo4, with the remaining four validation gaits sampled at random. Gaits predicted to belong in Bo1
were excluded because they are likely to make the user feel uncomfortable or unsafe, and gaits

sampled during the training phase were explicitly excluded from the validation trials.

Experimental results. Figure 4.21 depicts the results of the validation phase for all three subjects.

11The users were given chance to not give pairwise comparisons, in which case we simply update the posterior only
with the ordinal feedback.
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These results show a reliable correlation between the predicted categories and the users’ reported

ordinal labels, in which the majority of the predicted ordinal labels are within one category of the

true ordinal labels. Since less than 2% of the gait space was explored during the experiment, we

expect that the prediction accuracy would increase with additional exoskeleton trials as observed in

simulation (Figure 4.19b). Overall, these results suggest that ROIAL can yield reliable preference

landscapes within a moderate number of samples.

Figure 4.22 depicts the final posterior mean for each of the subjects. These reward functions

highlight both regions of agreement and disagreement among the subjects. For example, all subjects

strongly dislike gaits at the lower bound of PP and lower bound of PR. However, all subjects disagree

in their reward landscapes across SL and SD. This type of insight could not be derived from direct

gait optimization, which mostly obtains information near the optimum.

We also evaluated the effect of each gait parameter on the posterior rewards using the per-

mutation feature importance metric. The results of this test for each respective subject across

the four gait parameters (SL, SD, PR, PP) are: (0.20, 0.30, 0.33, 0.27), (0.26, 0.36, 0.38, 0.29),

and (0.23, 0.16, 0.21, 0.45). These values suggest that the preferences of more experienced users

(Subjects 1 and 2) may be most influenced by SD and PR, while the least-experienced user’s feed-

back may be most weighted by PP (Subject 3). The code for this test is available on GitHub:

https://github.com/kli58/ROIAL. These results demonstrate that ROIAL is capable of obtain-

ing preference landscapes within relatively-few exoskeleton trials while avoiding gaits that make

users feel unsafe or uncomfortable.

4.5 Active Querying for Scale Feedback

After presenting how to actively learn a non-parametric reward function using GPs and mutual

information maximization, we go back to parametric reward functions and continue our presentation

with other forms of comparative feedback, just like we did in Chapter 3. Following the same

structure, we proceed with scale feedback. In this section, we again use the mutual information based

active querying method, but we also introduce the max regret method (originally used by Wilde

et al. [207]) to generate the scale queries. Afterwards, we present our simulation and experiment

results with these two acquisition functions in Section 4.5.2.

4.5.1 Two Acquisition Functions for Active Scale Feedback

To learn the true reward parameters w∗ efficiently, the robot actively chooses the query Q(i) it

presents to the user at every iteration i. Two approaches for learning from pairwise comparisons are

mutual information maximization (Sections 4.2 through 4.4) and max regret optimization [207].

Mutual information based active querying method seeks to reduce the robot’s uncertainty over

w while choosing queries that are easy to answer for the user. Max regret optimization, on the other
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hand, minimizes the maximum regret (as defined in Equation (3.22)) by showing mutual worst case

trajectories, which also results in easy queries. We leverage both of these methods for our active

query generation in scale feedback.

Mutual Information Maximization

We start with the mutual information. Letting H denote Shannon’s information entropy [202], a

greedy step takes the expectation over the user’s response q(i) to the query Q(i) being optimized to

actively learn both the reward parameters w and the sensitivity threshold ϱ (see Definition (3)):

Q(i) = argmax
Q(i)

H(w, ϱ | Q(i), bi)− Eq(i)|Q(i),bi
[
H(w, ϱ | q(i), Q(i), bi)

]
. (4.23)

Noting the belief distribution bi was defined over both w and ϱ when we use scale feedback, we

approximate the computation of entropies by summing over a set Ω of samples of (w, ϱ) ∼ bi. Thus,
following the derivation in Section 4.2 (thereby Appendix B.1), the new query Q

(i)
∗ solves

Q
(i)
∗ = argmax

Q(i)

∑
q(i)

∑
(w,ϱ)∈Ω

P (q(i) | Q(i), w, ϱ)

|Ω|
log2

(
|Ω| · P (q(i) | Q(i), w, ϱ)∑

(w′,ϱ′)∈Ω P (q
(i) | Q(i), w′, ϱ′)

)
. (4.24)

Max Regret Optimization

The max regret policy generates queries Q(i) = (Q
(i)
1 , Q

(i)
2 ) such that if the robot learned Q

(i)
1 as the

optimal trajectory but the user optimal solution would be Q
(i)
2 is a worst case. With a symmetric

perspective over Q
(i)
1 and Q

(i)
2 , we solve

max
w,ϱ,w′,ϱ′

bi(w, ϱ)bi(w′, ϱ′)

(
R(w,w′) +R(w′, w)

)
, (4.25)

where R(·, ·) is the reward difference (regret) defined in Equation (3.22). The optimal query with

respect to max regret optimization is then Q(i) = (Q
(i)
1 , Q

(i)
2 ) such that Q

(i)
1 and Q

(i)
2 are the optimal

trajectories with respect to w and w′, respectively. By observing feedback to such queries it greedily

improves the probabilistic worst case error. In contrast to the mutual information based approach,

obtaining queries through max regret optimization requires Q
(i)
1 and Q

(i)
2 to be optimal trajectories

for some users (w, ϱ) and (w′, ϱ′). On the other hand, maximum regret does not require a one-step

look-ahead and thus no summation over potential feedback values q(i), making it computationally

lighter.

Optimizations in (4.24) and (4.25) now give us two different policies for actively solving the initial

reward learning via scale feedback problem posed in Section 3.4.1. In the simulations, we compare

how the performance of both benefits from scale feedback.
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4.5.2 Experiments

Simulation Results

Figure 4.23: Comparison of scale feedback and weak pairwise comparisons for different active querying
methods.

We now present our main simulation results. Additional results can be found in Appendix E.2. In

all simulations and experiments, we assume a parametric reward function that is linear in trajectory

features, similar to Sections 4.1.2 and 4.2.4.

Experiment Setup. We simulate the presented framework using the Driver experiment used in

[171, 207, 22] and Sections 4.2.4 and 4.3.2. We modify the setup by adding 6 new features, obtaining

a more challenging 10-dimensional problem (details on the features and the results for the original

Driver can be found in Appendices D.2 and E.2, respectively). 71 distinct true reward parameters

w∗ are drawn uniformly at random, and each user is simulated with ϱ∗ ∈ {0.25, 0.5, 0.75, 1.00},
making it 284 runs for each method. We set σS = 0.1 for the noise level. We generate a set of

200 distinct sample trajectories by drawing random reward parameters w and then computing their

optimal trajectories. The active query generation methods then optimize over this set. We evaluate

learning using the Alignment metric and the Relative Reward (see Section 3.4 for their definitions).

As a baseline we use weak pairwise comparisons (strict pairwise comparisons showed a slightly

poorer performance). To ensure a fair comparison, we emulate weak pairwise comparisons by setting

the step size to ν = 1 and use the same noise model for both forms of feedback (as opposed to using

an alternative model, such as the one presented in Equation (4.17)).

Results. Figure 4.23 shows the Alignment and Relative Reward for the Driver experiment for

mutual information, max regret and random query generation. We observe that in all cases scale

feedback significantly improves the performance over weak pairwise comparisons in both metrics

(p < 0.001 in all cases with two-sample t-test). When using the proposed scale feedback, the

Alignment after 20 iterations improves from 0.77 to 0.86 for mutual information, from 0.67 to 0.76
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for max regret, and from 0.64 to 0.75 for random queries. The Relative Reward improves for mutual

information and max regret similarly from 0.97 to 1.00, i.e., the learned solution is optimal. Both

methods make most progress during the first 10 iterations. Random queries improve the final relative

reward from 0.94 to 0.97. Overall, the simulation showcases that scale feedback improves learning,

independent of the query selection method. For mutual information and max regret, scale feedback

allows for finding optimal solution within a small budget of iterations. Appendix E.4 presents the

numerical results for all plots in this section. In Appendix E.2, we show additional simulation results

for higher noise.

User Study

Next, we analyze the scale feedback in comparison with pairwise comparisons and under different

active querying methods with two user studies.12 In both studies, we used ν = 0.1 for scale queries.

Experiment Setup. We designed a serving task with a Fetch robot [213] as shown in Figure 3.5,

which we call FetchDrink. We generated a dataset of 120 distinct trajectories. Human subjects were

told they should train the robot to bring the drink to the customer in the manner they prefer, paying

attention to the following five factors: the drink (out of 3 options) to be served, the orientation of

the pan in front of the robot, moving the drink behind or over the pan, the maximum height of the

path, and the speed. The subjects were also informed about the types of queries they will respond

to.

Independent Variables. In the first experiment, we wanted to compare scale feedback and weak

pairwise comparisons under random querying, and scale feedback under random and mutual infor-

mation based querying. Hence, we varied the query type and the querying algorithm among: (i)

weak pairwise comparisons with random querying, (ii) scale feedback with random querying, and

(iii) scale feedback with mutual information based querying. In the second experiment, we wanted

to compare scale and weak pairwise comparisons under mutual information based querying. Hence,

we employed: (i) weak pairwise comparisons with mutual information based querying, and (ii) scale

feedback with mutual information based querying. For all, we took σS = 0.35 based on pilot trials

with different users (see Appendix D.3).

Procedure. We recruited 18 participants (5 female, 13 male, ages 20 – 55) for the first, and 14

participants (5 female, 9 male, ages 20 – 56) for the second experiment. Due to the pandemic

conditions, the subjects participated in the study remotely with an online interface as in Figure 3.5.

The study started with an instructions page with a two-question quiz to make sure the participants

understood how to use the interface. After reading the instructions, we had the subjects fill a form

where they indicated their preferences for each of the five individual factors described above, to

encourage them to be consistent in their responses during the data collection.

12A summary video is at https://sites.google.com/view/reward-learning-scale-feedback, and the code is at
https://github.com/Stanford-ILIAD/reward-learning-scale-feedback.
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In the experiments, each participant responded to 10 queries generated with each of the algo-

rithms. After each of these 10-query sets, they were shown the optimal trajectory from the dataset

with respect to their learned reward function. The participants responded to a 5-point rating scale

survey (1-Strongly Disagree, 5-Strongly Agree) for this trajectory: “The displayed trajectory fits my

preferences on the task.” We also collected scale feedback for 10 more randomly-generated queries

(called the test set) to measure performance in each experiment. We randomized the order of these

sets (of 10 queries) to prevent any bias. The interface provided a “Sync Videos” button to restart

both videos for easier comparison.

Dependent Measures. As an objective measure of the learning performance, we calculated the

log-likelihood of the test set (of 10 scale queries13) under the posterior b|D|(w, ϱ) learned using the

10 queries generated via each algorithm, i.e., we calculated:

Log−Likelihood = logP (Dtest | D) = logEw|D [P (Dtest | w)] (4.26)

We also used the responses to the 5-point rating scale survey questions to measure how well the

learned rewards achieve the task. Finally, the users took a post-experiment survey where they

rated (from 1 to 5) the easiness and expressiveness of weak pairwise comparison and scale feedback

questions.

Hypotheses. We test the following hypotheses.

H10. Scale feedback leads to faster learning than weak pairwise comparisons.

H11. Querying based on mutual information accelerates learning compared to random querying.

H12. Users will prefer mutual information based querying over random querying in terms of the

optimized trajectories.

H13. Users will prefer scale feedback over weak pairwise comparisons in terms of the optimized

trajectories.

H14. Users will rate the scale feedback questions as easy as weak pairwise comparison questions.

H15. Users will rate the scale feedback questions as expressive as weak pairwise comparison ques-

tions.

Results. We present results of the first and the second experiments in Figures 4.24 and 4.25,

respectively. It can be seen that the log-likelihood of the test set after learning the reward function

via scale feedback is higher than learning via weak pairwise comparisons, under both random and

mutual information based querying. Besides, mutual information based query generation accelerates

the learning and leads to higher log-likelihood values compared to random querying. All of these

comparisons are statistically significant with p < 0.001 (paired-sample t-test), so they strongly

support H10 and H11.

In Figure 4.24b, it can be seen active querying led to learning reward functions that better

13We present results with a test set that consists of both scale feedback and weak pairwise comparisons in Ap-
pendix E.3.
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Figure 4.24: All results are shown for the first experiment (mean±s.e. over 18 subjects).

Figure 4.25: All results are shown for the second experiment (mean±s.e. over 14 subjects).

optimize trajectories compared to random querying – this comparison was somewhat significant with

p ≈ 0.05, supportingH12. In fact, when we fit a Gaussian distribution to the ratings, we observe that

it is 1.95 times as likely to get a better rating with mutual information based querying than random

querying. Surprisingly, learning via weak pairwise comparisons achieved slightly higher reward than

learning via scale feedback when queries were randomly selected, and slightly lower reward when

queries were generated based on mutual information maximization. However, these comparisons

are not statistically significant. This is indeed analogous to the Relative Reward comparisons in

Figure 4.23: more complex tasks might be needed to better analyze the difference between the two

methods. Thus, we neither reject nor accept H13.

Finally, the subjective results in Figure 4.24c and 4.25c suggest that users find the weak pairwise

comparisons slightly, but consistently, easier than the scale feedback (p < 0.01), rejecting H14.

This is not surprising, as it is often easier to make a pairwise comparison and the “About Equal”

option in the weak pairwise comparison questions makes them even easier (see Section 4.2). On the

other hand, there was no statistically significant difference in terms of expressiveness of scale and

weak pairwise comparison questions, partially supporting H15. In summary, it is interesting that

our users perceived the weak pairwise comparison questions as easier and even more expressive at

times; even though quantitatively, the scale feedback significantly outperforms the weak pairwise
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comparisons.

Appendix E.4 presents the numerical results for all plots in this section.

4.6 Active Querying for Multimodal Rewards

The results in the previous sections in this chapter imply the comparative feedback queries made

to the experts, Q(i)’s, affect how well the posterior will be learned when the reward function is

unimodal. In the case of multimodal rewards where we learn via ranking queries as we discussed in

Section 3.5, this is still true, and can be seen from Equation (3.38).

Specifically, a query Q(i) is desirable if observing the (anonymous) response to that, q(i), yields

high information about the underlying model parameters, wm and αm for all m ∈ [M ]. Therefore,

we again propose using a mutual information objective to adaptively select the most informative

query at each querying step i, generalizing the approach we presented in Section 4.2.

4.6.1 Formulation

Assume at a fixed round i, we have made past ranking query observations DR =
{
Q(i′), q(i

′)
}i−1

i′=1
,

possibly with other types of feedback to obtain the belief distribution bi−1. The desired query is

then

Q
(i)
∗ = argmax

Q
I(q;w,α | Q, bi−1) (4.27)

where I(·; ·) denotes mutual information and q is the response to the query Q. Equivalently,

Q(i) = argmin
Q

Eq′,w′,α′∼q,w,α|Q,bi−1 log
Ew′′,α′′∼w,α|bi−1 P (q = q′ | Q,w = w′′, α = α′′)

P (q = q′ | Q,w = w′, α = α′)
. (4.28)

The details of this derivation are presented in Appendix B.3.

4.6.2 Overall Algorithm

To efficiently solve the optimization in Equation (4.28), we first note that we should use a Monte

Carlo approximation since the expectations are taken over continuous variables w,α and a discrete

variable q over an intractably large set of |Q|! alternatives. To perform this Monte Carlo integration,

we require samples from the posterior P (q, w, α | Q, bi−1).

Our key insight is that we can obtain joint samples from both posteriors by first sampling

w̄, ᾱ ∼ P (w,α | DR) and then sampling q̄ ∼ P (q | Q,w = w̄, ᾱ = α) since (w,α) ⊥ Q | bi−1

and q ⊥ bi−1 | Q,w, α. We perform the sampling q̄ ∼ P (q | Q,w = w̄, α = ᾱ) efficiently using

Equation (3.37). In general, exact sampling from the posterior P (w,α | bi−1) is intractable. However,
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we note Equation (3.38) can be directly evaluated (using Equation (3.37)) and gives P (w,α | bi−1)

up to a proportionality constant factor.

With this unnormalized posterior of Equation (3.38), we use the Metropolis-Hastings algorithm

as described in Appendix C.1 to generate samples from the posterior P (w,α | bi−1).

We see our optimization problem simplifies to finding, for |Ω| fixed samples w̄j , ᾱj ∼ P (w,α |
bi−1) and corresponding samples: q̄j ∼ P (q | Q, w̄j , ᾱj)

Q(i)=argmin
Q

|Ω|∑
j=1

[
log

|Ω|∑
j′=1

P (q= q̄j | Q,w= w̄j′ , α= ᾱj′)− logP (q= q̄j | Q,w= w̄j , α= ᾱj)

]
.

(4.29)

We solve this optimization using simulated annealing [32] (see Appendix C.2).

Algorithm 3 Active Querying for Rankings via Mutual Information Maximization

Require: Current belief distribution bi−1

1: {w̄j , ᾱj}|Ω|
j=1 ∼ P (w,α | bi−1) with Equation (3.38) via Metropolis-Hastings

2: ∀j, q̄j ∼ P (qj | Q, w̄j , ᾱj)

3: Q
(i)
∗ ←argmin

Q

|Ω|∑
j=1

[
log

|Ω|∑
j′=1

P (q= q̄j | Q,w= w̄j′ , α= ᾱj′)− logP (q= q̄j | Q,w= w̄j , α= ᾱj)

]
4: select query Q

(i)
∗

Algorithm 3 goes over the pseudocode of our approach, and we discuss the hyperparameters in

our experiments in Appendix C.3.

Analysis

We start the analysis by stating the bounds on the required number of trajectories in each ranking

query to achieve generic identifiability. A Plackett-Luce model over Ξ is generically identifiable if for

any sets of parameters (w,α) and (w′, α′) inducing the same distribution over the responses to all

queries of size |Q| on Ξ, the mixing coefficients of (w,α) and (w′, α′) are the same and the induced

rewards Rm(ξ) are identical across Ξ up to a constant additive scaling factor.

Theorem 4 (Zhao et al. [223]). A mixture of M Plackett-Luce models with query size |Q| and
|Ξ| = |Q| is generically identifiable if M ≤

⌊
|Q|−2

2

⌋
!.

This statement follows directly from [223], which proves the above bound assuming that each

query to the Plackett-Luce mixture is a full ranking over the set of items (i.e. |Ξ| = |Q|). However,

the assumption |Ξ| = |Q| is untenable in the active learning context, as it prevents any active query

selection. To apply this result for our active learning algorithms, we relax the condition to |Ξ| ≥ |Q|.

Corollary 1. A mixture of M Plackett-Luce models with query size |Q| is generically identifiable

if M ≤
⌊
|Q|−2

2

⌋
!.
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We prove Corollary 1 in Appendix A.4. In our context, generic identifiability implies if the

human response is modelled by a Plackett-Luce mixture, our Algorithm 3 will be able to recover its

true parameters (up to a constant additive factor for the rewards) in the limit of infinite queries.

Remark 2. Greedy selection of queries maximizing mutual information in Equation (4.28) is not

necessarily within a constant factor of optimality.

Appendix A.5 justifies Remark 2. In fact, greedy optimization of mutual information for adaptive

active learning can be significantly worse than a constant factor of optimality in pathological settings

[96]. Despite its lack of theoretical guarantees, mutual information is a commonly used effective

approach in adaptive active learning [112, 224]. Although other approaches like volume removal

satisfy adaptive submodularity [171], they fail in settings with noisy responses by selecting high-noise

low-information queries as we showed in Section 4.1, and in practice result in far worse performance

than mutual information.

4.6.3 Experiments

Figure 4.26: The LunarLander environment is visualized with the two tasks. Sample trajectories associated
with these tasks are shown.

Having presented our learning and active querying algorithms, we now evaluate their performance

in comparison with other alternatives. In all simulations and experiments, we assume βC = 1, and

Rwm
(ξ) = w⊤

mΦ(ξ), i.e., the trajectory reward function of each individual expert is linear in trajectory

features. We start with describing the two tasks we experimented with:

LunarLander. We used 1000 trajectories in OpenAI Gym’s discrete action space LunarLander

environment [50] shown in Figure 4.26 (see Appendix D.5.1 for details on how those trajectories

were generated).

FetchBanana. We generated 351 distinct trajectories of the Fetch robot [213] putting the banana

on the shelves as shown in Fig. 3.8a (see Appendix D.5.2 for details).
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Methods

We compare our active querying via mutual information (MI) discussed in Algorithm 3 with two

baselines. A simple benchmark for active learning is random query selection without replacement.

We also benchmark against the volume removal (VR) method, which we described in Section 4.1.

See Appendix D.4 for further details of how we implemented these two baselines.

Metrics

We want to evaluate both the active querying and the learning performance. The former requires

metrics that assess the quality of the algorithm’s selected queries DR = {(Q(i), q(i))}i in terms of the

information they provide on the model parameters (w,α). We use two such metrics: Mean Squared

Error (MSE) and Log-Likelihood. Since both active and non-active methods are expected to reach

the same performance with a large number of queries, we look at the area under the curve (AUC)

of these two metrics over number of queries. To evaluate the learning performance, we quantify the

success of a robot, which learned a multimodal reward, via the Learned Policy Rewards on the

actual task.

MSE. Suppose we know the human is truly modeled by (w∗, α∗) adhering to the assumed model class

of Section 3.5.1. Given a set of queries and responses in DR, we can compute a maximum likelihood

estimate (ŵ, α̂) of the model parameters using Equation (3.37). The MSE is then the squared error

between (ŵ, α̂) and (w∗, α∗) (see Appendix D.6.1).

While this metric cannot be evaluated with real humans, we can use this metric with synthetic

human models (model with known parameters (w∗, α∗)) in simulation. A lower MSE score means

the selected queries DR allow us to better learn a multimodal Plackett-Luce model close to the true

model (w∗, α∗).

Log-Likelihood. This metric measures the Log-Likelihood of the response to a random query

given the past observations DR. If the past observations DR are informative, the true response to

a random query Q will in expectation be more likely, meaning the Log-Likelihood metric will be

greater. See Appendix D.6.2 for details on how we compute this metric.

Learned Policy Reward. We take the maximum likelihood estimate of each reward parameters

vector and train a DQN policy using them [151].14 We then run these learned policies on the

actual environment with the corresponding true reward functions (see Appendix D.6.3) to obtain

the Learned Policy Reward values.

Results

Multimodal Learning is Necessary. We first compare unimodal and multimodal models to show

the insufficiency of unimodal rewards when the data come from a mixture. To leave out any possible

14As we are using a real Fetch robot for our experiments and it would be infeasible and unsafe to train DQN on
Fetch, this metric is limited to our simulations, i.e., LunarLander in our experiments.



4.6. ACTIVE QUERYING FOR MULTIMODAL REWARDS 93

bias due to active querying, we make this comparison using random querying.

We let the true reward function have M = 2 modes and set a query size of |Q| = 6 items for

identifiability as Section 4.6.2 suggests, and for acquiring high information from each query. We

simulate 100 pairs of experts whose reward function parameters wm and the mixing coefficients αm

are sampled from the prior P (w,α). Having these simulated experts respond to 15 queries, we report

the MSE in Figure 4.27.

Figure 4.27: Unimodal and bimodal reward learning models are compared under MSE. Both mean and median
values (over 100 runs) are shown. Shaded regions show the first and the third quartiles.

The unimodal reward model causes an unstably increasing MSE. This is mostly due to the outliers

where the reward function parameters w1 and w2 are far away from each other and the unimodal

reward fails to learn any of them. We therefore also plot the median values and quartiles in Fig-

ure 4.27. While the bimodal reward model learned using our proposed approach decreases the MSE

over time, the unimodal model has a roughly constant MSE, which suggests it is unable to learn when

the data come from a mixture.

We present an additional unimodal learning baseline evaluated on the user study data in Ap-

pendix E.6.

Active Querying with Mutual Information is Data-Efficient. We next compare our mutual

information based active querying approach with the other baselines. For this, we use the same

experiment setup as above with M = 2 reward function modes and ranking queries of size |Q| = 6,

and simulate 75 pairs of human experts. We present the results in terms of MSE in Figure 4.28.

In LunarLander, the mutual information objective significantly outperforms both random querying

and volume removal in terms of the AUC MSE (p < 0.005, paired-sample t-test). Notably, volume

removal performs even worse than the random querying method, which might be due to the known

issues of volume removal optimization as briefly discussed in Appendix D.4.2 and in more detail in

Section 4.1. On the other hand, the difference is not statistically significant in the FetchBanana

experiment, which might be due to the small trajectory dataset, or because almost all trajectories

in the dataset minimize or maximize some of the trajectory features, accelerating and simplifying

learning under the linear reward assumption. See Appendix D.5.2 for details about the trajectory

features and how we generated the trajectory dataset.
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Figure 4.28: Different querying methods are compared with the (top) MSE and (bottom) Log-Likelihood

metrics (mean±se over 75 runs).

We further analyze the querying methods in this multimodal setting under the Log-Likelihood

metric in Figure 4.28. Mutual information based querying significantly outperforms random querying

and volume removal based querying in both experiments with respect to the AUC Log-Likelihood

(p < 0.005). With respect to the final Log-Likelihood, mutual information reduces the amount

of required data in LunarLander by about 35% compared to random querying and about 60% to

volume removal. Similarly in the FetchBanana, the improvement is approximately 25% over both

baselines.

Appendix E.5 presents two additional experiments: one which clearly shows the effectiveness of

our approach for learning a mixture of more than two reward functions (specifically, M = 5), and

one which studies the robustness against misspecified M .

Mutual Information Maximization Leads to Better Learning. Having seen the superior

predictive performance of the reward learned via mutual information maximization, we next assess

its performance in the actual environment. As random querying outperforms volume removal in

terms of Log-Likelihood and MSE as in Figure 4.28, we compare the mutual information based

method with random querying.

For this, we run the multimodal reward learning with 75 pairs of randomly generated reward

function parameters (M = 2 and |Q| = 6). For each of the 150 individual reward functions, we com-

pute the Learned Policy Reward values. Figure 4.29 shows the results. While the standard errors

in the plots seem high, this is mostly because optimal trajectories for different reward parameters

differ substantially in terms of rewards, which causes an irreducible variance. However, since the

underlying true rewards are the same between the mutual information based and random querying
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methods, we ran the paired sample t-test between the results and observed statistical significance

(p < 0.05). This means although the Learned Policy Reward values between different runs differ

substantially, the reward function learned via the mutual information method leads to better task

performance compared to random querying.

4.6.4 User Studies

Figure 4.29: Mutual information based and random querying methods are compared with the
Learned Policy Reward values (mean±se over 75 runs which correspond to 150 randomly generated re-
ward function parameters) in LunarLander.

We now empirically analyze the performance of our algorithm with two online user studies. We

again used the LunarLander and FetchBanana environments. We provide a summary and a video of

the user studies and their results at https://sites.google.com/view/multimodal-reward-learning.

Experimental Setup. For LunarLander, subjects were presented with either of the following

instructions at every ranking query: “Land softly on the landing pad” or “Stay in the air as long

as possible”. We randomized these instructions such that users get one of them with 0.6 and the

other with 0.4 probability. We kept the presented instructions hidden from the learning algorithms

so that they need to learn a multimodal reward without knowing which mode each ranking belongs

to.

For the FetchBanana environment, we recorded the 351 trajectories on the real robot as short

video clips so that the experiment can be conducted online under the pandemic regulations. Human

subjects participated in the experiment as groups of two to test learning from multiple users. Each

participant was instructed that the robot needs to put the banana in one of the shelves and different

shelves have different conditions (the same as in our running example in Section 3.5, see Figure 3.8a,

Appendix D.7.1).

After emphasizing there is no one correct choice and it only depends on their preferences, we asked

each participant to indicate their preferences between the shelves on an online form. Afterwards,

each group of two subjects responded to 30 ranking queries in total where each query consisted of 6

trajectories. We selected who responds to each query randomly, with probabilities 0.6 and 0.4.

Appendix D.7.2 presents details on the user interface used in our experiments.

Independent Variables. We varied the querying algorithm: active querying with mutual in-

formation and random querying. We excluded the volume removal based method to reduce the
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experiment completion time for the subjects, as it already performed worse than random querying

in our simulations.

Procedure. We conducted the experiments as a within-subjects study. We recruited 24 participants

(ages 19 – 56; 9 female, 15 male) for LunarLander and 26 participants (ages 19 – 56; 11 female, 15

male) for the FetchBanana. Each subject in the LunarLander, and each group of two subjects in the

FetchBanana experiment responded to 40 ranking queries; 15 with each algorithm and 10 random

queries for evaluation at the end. The order of the first 30 queries was randomized to prevent bias.

Dependent Measures. Learning the multimodal reward functions via the 15 rankings collected by

each algorithm, we measured the Log-Likelihood of the final 10 rankings collected for evaluation.

Hypotheses. With LunarLander and FetchBanana, we test the following hypotheses respectively:

H16. Querying the participants, who are trying to teach two different tasks, actively with mutual

information maximization will lead to faster learning than random querying.

H17. While learning from two people with different preferences, active querying with mutual infor-

mation maximization will lead to faster learning than random querying.

Figure 4.30: User study results (mean±se over 24 users for LunarLander and 13 groups for FetchBanana).

Results. Figure 4.30 visualizes how Log-Likelihood of the evaluation queries changes over the

course of learning by both algorithms. Active querying with mutual information maximization leads

to significantly faster learning compared to random querying in LunarLander. Indeed, the difference

in AUC Log-Likelihood is statistically significant (p < 0.05). Furthermore, the active querying

method enabled reaching the final performance of random querying after only 9 or 10 queries, for

around a 35% reduction in the amount of data needed, supporting H16.

As FetchBanana experiments have an easier task with a small number of variables between the

trajectories, both querying methods converge to similar performances by the end of 15 queries. How-

ever, active querying accelerates learning in the early stages—the difference in AUC Log-Likelihood

is again statistically significant (p < 0.05). Looking at the final performance with random querying,

improvement in data efficiency is about 10%, supporting H17.
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4.7 Active Generation of Hierarchical Queries

A special case of multimodal rewards we studied in Section 3.6 is a setting where the user’s reward

function transitions from one mode to another based on a parametric model that depends on the

behavior observed in the previous trajectories. We showed that using hierarchical queries, such non-

stationary rewards could be learned along with the transition models. In this section, we extend

that learning algorithm with active querying based on the maximum volume removal approach we

presented in Section 4.1. One could also use the mutual information maximization based active

querying technique from Section 4.2 to avoid the shortcomings of maximum volume removal, which

we discussed in detail in Section 4.1.

Similar to Sections 4.2 through 4.6, and [22], we will actively select hierarchical choice queries

from a query database to learn a probability distribution over reward dynamics: a collection of

unimodal reward functions representing different moods and a set of parameters for the transitions

between the moods.

In this section, we provide this algorithm which actively selects hierarchical choice queries in order

to efficiently learn reward dynamics. We evaluate our active querying algorithm on an autonomous

driving example, which we also used as a running example in Section 3.6. We show in simulations

that we can efficiently learn changes in preferences when preferences indeed vary based on behavior

and interactions in the environment.

4.7.1 Active Querying based on Maximum Volume Removal

In this section, DH denotes the dataset of all the hierarchical choice queries and their responses up to

the current iteration i. Each response tuple (q(i,1), q(i,2)) removes some volume from the hypothesis

space of (w, θ), where, volume removed is given as the difference between the unnormalized posterior

distribution over (w, θ), and its prior distribution. We have a belief over what the user responses

could be. We leverage this probabilistic model to actively select a query at each iteration that will

maximize the expected volume removal. We again restrict our implementation to the case where

|Q(i)| = 3, i.e., we first show a trajectory to the user, and then ask 2 best-of-many choice questions

where the trajectories in the first question start from the last state of the first trajectory and the

trajectories in the second question start from the last state of the user’s choice in the first question.

Then, we need to solve the following optimization problem:

(Q
(i,0)
∗ , Q

(i,1)
∗ , Q

(i,2)
∗ ) = argmax

Q(i,0),Q(i,1),Q(i,2)

Eq(i,1),q(i,2)|DH ,Q(i,0),Q(i,1),Q(i,2)

[
Ew,θ|DH

[
1− P (q(i,1), q(i,2) | w, θ,Q(i,0), Q(i,1), Q(i,2))

] ]
(4.30)
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To compute the inner expectation, we first sample (w, θ) from P (w, θ | DH) using Markov Chain

Monte Carlo methods. Similar to previous sections, we use Metropolis-Hastings algorithm [69]. Now,

we let w̄ and θ̄ represent those samples, so:

(Q
(i,0)
∗ , Q

(i,1)
∗ , Q

(i,2)
∗ )

·
= argmin
Q(i,0),Q(i,1),Q(i,2)

Eq(i,1),q(i,2)|DH ,Q(i,0),Q(i,1),Q(i,2)

[
∑
w̄,θ̄

P (q(i,1), q(i,2) | w̄, θ̄, Q(i,0), Q(i,1), Q(i,2))
]

where
·
= denotes asymptotic equality as the number of samples (w̄, θ̄) goes to infinity. Expanding

Eq(i,1),q(i,2)|DH ,Q(i,0),Q(i,1),Q(i,2) , the minimization objective is

∑
q(i,1),q(i,2)

P (q(i,1), q(i,2) | Q(i,0), Q(i,1), Q(i,2),DH)
∑
w̄,θ̄

P (q(i,1), q(i,2) | w̄, θ̄, Q(i,0), Q(i,1), Q(i,2))

where the first sum is over all possible response sequences, i.e., Q(i,1) × Q(i,2). By the law of large

numbers, we can write the optimization as:

argmin
Q(i,0),Q(i,1),Q(i,2)

∑
(q(i,1),q(i,2))∈Q(i,1)×Q(i,2)

∑
w̄,θ̄

p(q(i,1), q(i,2) | w̄, θ̄, Q(i,0), Q(i,1), Q(i,2))

2

, (4.31)

because P (q(i,1), q(i,2) | Q(i,0), Q(i,1), Q(i,2),DH) = Ew̄,θ̄
[
P (q(i,1), q(i,2) | w̄, θ̄, Q(i,0), Q(i,1), Q(i,2))

]
where the probability expression in the objective function is already derived in Section 3.6.3.

4.7.2 Simulations and Experiments

Problem Domain

We focus on learning non-stationary reward functions for driving, using a version of the Driver

environment presented earlier in Section 4.2.4. Each mode of the learned reward dynamics weighs

5 features for driving that attempt to encode safety and traffic rules: one feature for penalizing

closeness to the edges of the road, one for velocity, and three more features of proximity to lane

centers, to other cars and alignment with the road, similar to [171].15 Similar to what we did

in Section 4.6 with multimodal reward functions, we assume each mode corresponds to a reward

function that is linear in these trajectory features.

Each sub-query consists of the driving environment and a pair of trajectories of the ego car whose

preferred behavior we are learning (i.e., |Q(i,j)| = 2 for all iterations i and j ∈ {1, 2}), and another

car in the scenario. Our query database consists of 10,000 randomly generated hierarchical choice

15While traffic rules are not explicitly modeled in our simulation, many of the features can be weighed appropriately
to encode them. For example, the feature for velocity measures the deviation from the maximum allowed speed which
can be easily adapted to the road type.
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queries.

Dependent Measures

In our implementation, we learned ∆θ := θ1 − θ2, instead of θ, as it has fewer parameters.16 The

same approach generalizes to any M — we can simply subtract θM from θm for ∀m ∈ [M − 1] to

reduce the number of parameters to be learned.

We measure the performance of hierarchical preference learning in terms of expected dot product

between learned weights and true weight as in previous sections and [171], separately for each

component of (w,∆θ):

Alignment(w1) = E
[

ŵ1.w
∗
1

∥ŵ1∥2∥w∗
1∥2

]
(4.32)

ŵ1 and w∗
1 are the estimated and true weights, respectively, and the expectation is taken over

the sampled ŵ1 values. We define Alignment similarly for w2 and ∆θ. Hence, it is a measure of

convergence, as its value being close to 1 indicates the learned weights are close to the true weights.

Figure 4.31: Alignment value shows that our algorithm converges well for non-driving data with non-active
query selection when the simulated user is oracle. Here we show an average Alignment over 5 different
ground truth reward dynamics.

Experiments with Random Data

We first conduct experiments with completely random and independent sub-queries without the

driving environment. We assume we can generate queries in an unconstrained way such that any

Φ-vector is possible, i.e. there is no dynamics constraint in the generation of queries. This is

similar to the LDS environment we used in Section 4.2.4. Here, we simulate oracle users: users

16Note we cannot do the same trick for w, because while θ in Equation (3.47) can be simplified to ∆θ, there is no
such simplification on w.
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who are perfectly aware of their true reward dynamics. That is, they always behave (change mode

and respond) with respect to the higher probability out of response and mode transition models. In

Figure 4.31, the average results of 5 different simulated oracle users show convergence of (w1, w2,∆θ)

whose true values were independently drawn from standard normal distribution independently for

each entry.

Experiments with Driving Data

Active versus non-active query selection. We compare the performance of our active query

selection algorithm with a non-active baseline where we uniformly sample the queries from the

discrete database of 10,000 queries. Here our simulated users are always oracle. We test the following

hypothesis:

H18. The reward dynamics learned with our active query selection algorithm converges to the

true parameters faster compared to the non-active baseline. Our results in Figure 4.32 support this

hypothesis by demonstrating that active query selection accelerated the learning of one of the modes

(w2) compared to the non-active baseline.

Figure 4.32: Alignment values show that our algorithm with active query selection (left) can learn reward
dynamics faster than non-active query selection (right) when the simulated user is oracle. Here we show an
average Alignment over 5 different ground truth reward dynamics.

Testing different mode preferences. Next we simulate 5 noisy users, who choose between options

with respect to P (q | w, θ,Q) as we defined in Equation (3.47). Our algorithm actively selects queries

from the same discrete dataset of size 10,000 as in the case of oracle users. We first set the following

hypothesis:

H19. Our algorithm learns the reward dynamics even when the users are noisy.

We also test the performance of our algorithm for different mode likelihoods, i.e. probability of

transitioning to a given mode. We manipulated the ground truth reward dynamics to reflect different

mode likelihoods. For example, one user might be in one mode 80% of the time while another user

has equal chances of being in one of the two modes. Although this might actually affect the priors

P1 and P2 as we explained in Section 3.6.3, we still adopted the derivations based on uniform prior
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to test the robustness of our framework. Therefore, we test the following hypothesis:

H20. Our algorithm learns the reward function parameters w that correspond to both modes, and it

converges faster for wm if the user is more likely to be in mode m.

Figure 4.33: Alignment value shows even when the users are noisy our algorithm can learn the true reward
dynamics (left) and that as the probability being at mode 1 increases, w1 converges faster (right).

Figure 4.33a shows that our algorithm was able to learn w1, w2 and ∆θ even when the users are

noisy, supporting H19. We note that in general we learn ∆θ slowly and we need more queries for

its convergence. The second plot shows that we are able to learn the reward weights wm of a mode

m regardless of its likelihood probability being high or low. The same plot also shows the algorithm

converges faster for the modes that are visited more often. This is intuitive, as the algorithm is able

to gather more information about those modes, even though it does not perfectly know that the user

is in the corresponding mood. Hence, H20 has strong empirical support.

User Study

Hypotheses. We test the following hypotheses with the user study:

H21. Our algorithm learns weights that can represent the driving behavior of the users.

H22. Some people indeed change preferences depending on the driving behaviors of the interacting

agents.

Study Design. To validate our hypotheses, we collected data from 10 real users in a within-subjects

study. We first learn a general reward dynamics (ŵ, θ̂) using 50 hierarchical queries. We then use

the posterior distributions over these parameters to jump-start the process for each subject with

a reasonable prior that better represents legally correct driving. During validation, we ask users

to provide ratings for trajectories locally optimized with respect to the learned reward dynamics.

We compare the expressiveness of the learned reward parameters (ŵ1, ŵ2) against their perturbed

versions (wp1 , w
p
2). We sampled these perturbed versions from Gaussian distributions centered around

(ŵ1, ŵ2) and a standard deviation of 0.5×∥ŵ1∥ and 0.5×∥ŵ2∥. While creating perturbed versions of

ŵ1 and ŵ2, as an attempt to ensure legally correct driving, we constrain the weights for the features
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Figure 4.34: Distribution of ŵ1 and ŵ2 across all users for individual features. (a) User preferences vary
widely for adherence to lane center and distance to road boundaries, but are very similar for efficiency
(speed) and safe driving (collision avoidance). (b) While we did not learn significantly different w1 and w2

for individual users, the average reward with respect to ŵ1 and ŵ2 differs slightly for some of our study
participants.

that correspond to staying within the road and avoiding collision with cars. We also compare with

wr sampled from a Gaussian distribution centered on either ŵ1 or ŵ2 with a standard deviation of

2 × ∥ŵm∥ with the corresponding mode index m. Each rating question consists of two parts. The

first part is similar to Q(i,0) of the learning step, where we show user one trajectory demonstration

of the robot as an attempt to set their initial mode. In the next part, we show users 5 trajectories

continued from the first part, optimal with respect to 5 reward functions parameterized with: ŵ1,

ŵ2, their perturbed versions wp1 and wp2 , and wr. For each of the 5 trajectories, we ask users a

7-point rating scale question: Indicate your level of agreement with the following statement: I would

like to ride this car.

In H21 we claim 1) users will give the highest overall rating to the trajectories that are optimal

with respect to Rŵ1
and/or Rŵ2

most of the time, and 2) if probability of being at mode m is very

high, we expect people to give the highest rating to trajectories that suit to Rŵm . To validate the

first part, we repeat the same demonstration across several rating queries preserving the trajectory of

the other car in the environment alike and changing the trajectory of the ego agent, varying between

different local optima with respect to w1, w2 and the other weights. We randomize demonstration

trajectories across the rating questions. In H22 we hypothesize that subject to different interactions

in the environment, users will sometimes give higher rating to trajectory optimal with respect to

Rŵ1
and sometimes to those optimal with respect to Rŵ2

.

Results. We found that the users have somewhat similar preferences: proximity to cars has high

negative weight, and speed has high positive weight showing that people generally prefer safe and

efficient driving (see Figure 4.34). On the other hand, features that encode staying on the road and

alignment with the road vary more. While the general direction of the feature weights is similar

between ŵ1 and ŵ2 for each user, there is some difference in the magnitudes. We computed the
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Figure 4.35: Most users gave high ratings to the trajectories optimal with respect to Rŵ1 and Rŵ2 and low
ratings to trajectories optimal with respect to their perturbed versions Rw

p
1
and Rw

p
2
and the lowest rating

to the trajectories that were optimal with respect to a reward function that is parameterized randomly Rwr .

percentage difference between average reward with respect to Rŵ1
and Rŵ2

as ŵ1·Φ̄−ŵ2·Φ̄
ŵ1·Φ̄

, where Φ̄

is the average feature values of the trajectories in our query database. This gave us the percentage

difference in the average reward. We found that of all the users the maximum difference is 12% and

the minimum difference is 6%. While we also learned ∆θ, it becomes relatively unimportant here,

as w1 and w2 are very close.

As it can be seen in Figure 4.35, the users gave the highest scores to the trajectories that

are optimal with respec to Rŵ1
and Rŵ2

with statistical significance. This suggests an empirical

evidence for H21. While we also observed that users sometimes gave high ratings to the trajectories

of Rŵ1
and sometimes to those of Rŵ2

, we have not observed a significant dependence on the modes.

This is due to the fact that the learned weights were very close to each other as they represent

the legal driving behavior, which is a very small subset of all the reward space. Further, our

simulation environment may not be realistic enough to elicit emotions like anger, frustration etc.

that cause behavioral changes in different traffic situations [179, 222, 143]. Therefore, our results

are inconclusive about H22.

With this section, we completed extending the learning methods we presented in Chapter 3 with

active querying techniques. In the next section, we describe how these techniques can be executed

in batch settings where multiple questions are actively generated at the same time.

4.8 Batch-mode Active Querying for Time-Efficiency

Two important drawbacks of active query generation are the following: (i) the robot needs to opti-

mize for each and every query, (ii) the querying process cannot be parallelized, i.e., even if multiple

users are available to give comparative feedback, the robot needs to query them sequentially because

each query is actively generated based on the responses to all the previous questions. Therefore,
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even though active querying leads to significant gains in terms of data-efficiency, it might hurt time-

efficiency, especially when optimizing queries is difficult. In some cases, it is desirable to be able to

quickly generate queries and ask them to multiple users in parallel.

We thus propose using methods that generate a batch of comparison queries optimized at the

same time as opposed to generating queries one after the other. These batch methods not only

improve time-efficiency, but also have other computational benefits. For example, they can help

when fitting the learning model is expensive, e.g., as in Gaussian processes (as in Sections 4.3 and

4.4), as the model should be retrained only after all queries in the batch are responded, rather than

after every single query. In addition, these methods are parallelizable, which is a desirable feature

when the robot is learning from multiple humans.

While larger batches amplify these advantages, they can hurt data-efficiency, because new queries

become less optimized with respect to the queries made earlier (and so the learned model so far).

Hence, there is a direct tradeoff between the required number of queries and the time it takes to

generate each query. Besides, it is challenging to decide how an informative batch must be generated.

While a batch of random queries hurts data-efficiency, finding the optimal batch is computationally

intractable because it requires an exhaustive search over all possible human responses to the queries

in the batch.

Ideally, we would like to generate queries actively for the highest data-efficiency while generating

each query time-efficiently. In this section, we propose a new set of algorithms — batch active

comparison-based learning methods — that balance this tradeoff between the number of queries it

requires to learn human preferences and the time it spends on generation of each query.

To this end, we actively generate each batch based on the data collected so far. We focus on

pairwise comparison queries due to their simplicity, but the same techniques can be easily extended

to any query type we discussed in this thesis. In our framework with pairwise comparisons, we select

and query k pairs of trajectories, to be compared by the user or users, at once. Since k queries are

generated at once, our framework is parallelizable for data collection as opposed to standard active

querying methods that require data to come sequentially.

What makes batch active learning more difficult than standard active learning problems is that

we cannot select the queries by simply maximizing their informativeness. Since a batch of queries

is selected all at once, they must be selected without any information about the user responses to

the queries within that batch. The batch active learning methods should then try to maximize

the diversity between the queries in order to avoid selecting very similar queries in a single batch

[218, 61]. Therefore, a good batch active learning method must produce batches that consist of both

dissimilar and informative queries. This is visualized in Figure 4.36.

The problem of actively generating a batch of data is well-studied in other machine learning

problems such as classification [203, 85, 217], where decision boundaries may inform the active

learning algorithms. While this may simplify the problem, it is not applicable in our setting, where
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Figure 4.36: Batches should be both diverse and informative in batch active learning. Here, a hypothetical
batch selection problem is visualized. Each cross represents a query. Similar queries are close to each
other. Orange shows the queries selected in that iteration, and blue shows the queries for which the human
responses have already been collected in the previous iterations. Green color represents informativeness:
darker regions correspond to the queries with high informativeness based on the information collected until
that iteration. (Top) Maximizing only informativeness generates batches that include very similar queries
which, when queried together, carry redundant information. (Middle) Maximizing only diversity does
not take informativeness into account at all, and so is wasteful as it selects some queries that are not
informative. (Bottom) A good batch active learning algorithm should both select informative queries and
avoid redundancy.

we attempt to actively learn a reward function for dynamical systems using pairwise comparison

queries as opposed to data point - label pairs where the labels are directly associated with the

corresponding data points.

While existing batch active learning methods are not readily applicable in our problem, we have

the same challenge of generating both informative and diverse batches. For this, determinantal point

processes (DPP) are a natural fit. DPPs are a mathematical tool that is often used for generating

diverse batches from a set of items [128] and are used to generate batches in other machine learning

applications, such as for improving the convergence of stochastic gradient descent [219, 220]. Here,

we propose using DPPs to generate not only diverse but also informative batches in active preference-

based reward learning.

We summarize our contributions in this section as:

1. Developing a batch active learning algorithm based on determinantal point processes (DPP)

that leads to the highest performance by balancing the tradeoff between the informativeness

and diversity of queries.

2. Designing a set of approximation algorithms for efficient batch active learning to learn about

human preferences from pairwise comparison queries.

3. Experimenting and comparing approximation methods for batch active learning in complex

comparison based learning tasks.
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4. Showcasing our framework in predicting human users’ preferences in simulated autonomous

driving and robotics tasks.

For the rest of the section, we will start with formalizing the problem. We will then present how

standard active methods select queries. After introducing the general batch-mode active learning

idea, we propose our methods for batch selection. First, we propose a method based on determinantal

point processes. Next, we propose more time-efficient alternatives which might be preferable when

batch sizes are large or to avoid hyperparameter tuning. After proposing these different approaches,

we give theoretical guarantees for three of them. Finally, we present our experiments with both

simulated and real users.

4.8.1 Formulation

We consider the setup we presented in Section 3.1, for the special case of pairwise comparisons.

which we later extended with maximum volume removal based active querying in Section 4.1. In

this section, we will again use the maximum volume removal based method, but the batch generation

algorithms we propose are agnostic to the choice of the acquisition function; so for example, mutual

information (see Section 4.2) or max regret (see Section 4.5) can also be used in practice. Similarly,

although we focus on parametric reward functions in this section, the algorithms we propose can also

be used for non-parametric reward functions. THe batch active querying algorithms require only

two things: (i) a score for each query that represents queries’ informativeness, and (ii) a similarity

metric between the queries.

In the setup for this section, we start with a prior belief b0 over the reward function parameters

w. This prior might be initialized with some domain knowledge and/or some expert demonstrations.

Most active querying techniques, as we discussed in previous sections, relies on samples from this

belief; and then in later querying iterations, samples from the updated beliefs bi. However, we do not

know the shape of this distribution. As a result, we used Metropolis-Hastings [69] in the previous

sections to get the samples. In this section, since our goal is to increase the time-efficiency of active

querying, our first change in the algorithm is to use a more efficient sampling technique. For this,

we approximate P (q | Q,w), which we modeled in Equation 3.10 with a log-concave function whose

mode always evaluates to 1:

P (q | Q = (ξ1, ξ2), w) = min(1, exp((−1)I(q=ξ2)(R(ξ1)−R(ξ2)))) , (4.33)

where I denotes the indicator function. This allows us to efficiently use an adaptive Metropolis

algorithm [103] for sampling.

Our goal is to learn the human’s reward function, or equivalently w, in a both data-efficient and

time-efficient way. To this end, we develop batch-active comparison-based reward learning methods,

which actively generate a batch of pairwise comparison queries based on the previous queries and
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the human’s responses to them.

Our insight is that we can in fact balance between the number of queries required for convergence

to Rw and the time required to generate each query. We construct this balance by introducing a

batch active learning approach, where k queries are simultaneously generated at a time based on

the current estimate of w. The batch approach can significantly reduce the total time required

for the satisfactory estimation of w at the expense of increasing the number of queries needed for

convergence to true Rw.

To obtain a batch of queries that are informative, we need to find queries that optimize an

acquisition function, e.g., volume removal as computed by the objective of Equation (4.4). We again

fall back to a discretization method for generating batches of queries: we discretize the space of

all possible pairwise comparison queries by randomly sampling K pairs of feasible trajectories from

Ξ. While increasing K may lead to more accurate optimization results, the computation time also

increases linearly with K.

The batch active learning problem we are trying to solve is then an optimization that attempts

to find the k pairwise comparison queries out of K that will maximize the volume removal in the

worst case in terms of the human’s responses (or the expected volume removal — see the equivalence

in Appendix A.2). However, such a problem is often computationally hard (see [79] and [68] for the

proofs with similar objectives), requiring an exhaustive search which is intractable in practice as the

search space is exponentially large [101].

Algorithm 4 Batch Active Comparison-based Learning

1: Generate query dataset K = (ξi1, ξi2)
K
i=1 where each trajectory comes from Ξ

2: DC ← ∅
3: for iteration i = 1, 2, . . . do
4: Get samples w̄ ∼ b(i−1)k(w)
5: Generate a query batch of size k using w̄ from the query set
6: Get the human response for each query in the batch
7: Update the belief b(i−1)k(w) with the new data to get bik(w)
8: end for
9: return E [w | DC ]

In the subsequent sections, we present our batch generation algorithms that attempt to find

approximately optimal batches using various techniques and time-efficient heuristics. Algorithm 4

gives an overview of the overall batch active comparison-based learning approach: line 1 discretizes

the space of queries, line 4 samples a set of w from the belief distribution b(i−1)k(w) = P (w | DC).
Line 5 produces a batch of queries, for which we present several methods in the subsequent sections.

After the human responses are collected for the queries in the batch in line 6, the posterior belief is

updated in line 7 with respect to Equation (3.9).
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4.8.2 DPP-based Batch Active Learning

Determinantal point processes (DPP) are a class of distributions that promote diversity. They are a

natural fit for our problem as they can be tuned to balance the tradeoff between diversity and how

desirable each item is. In our approach, we regard the set of queries as the item set of DPPs. We

first start with presenting the necessary background on DPPs.

Background

A point process is a probability measure on a ground set K over finite subsets of K. In our batch

active comparison-based learning framework, K is a set of queries. We let |K| = K.

An L-ensemble defines a DPP through a real, symmetric and positive semidefinite (PSD)K-by-K

kernel matrix L [46]. Then, sampling a subset X = A ⊆ K has the probability

P (X = A) ∝ detLA (4.34)

where LA is an |A|-by-|A| matrix that consists of the rows and columns of L that correspond to the

queries in A. For instance, if A = {i, j}, i.e., A is a set consisting of ith and jth queries in K, then

P (X = A) ∝ LiiLjj − LijLji.

We can consider Lij = Lji as a similarity measure between the queries i and j in the set. The

nonnegativeness of the second term in the above expression shows an example of repulsiveness

property of DPPs. This property makes DPPs the ubiquitous tractable point process to model

negative correlations, and useful for generating diverse batches.

As detLA can be positive for various A with different cardinalities, we do not know |A| in
advance. There is an extension of DPPs referred to as k-DPP where it is guaranteed that |A| = k,

and Equation (4.34) remains valid [127]. In this section, we employ k-DPPs and refer to them as

DPPs for brevity.

Now, we explain what parameters we can have in an L-ensemble DPP. We note that

P (X = A) ∝ detLA = Vol({Li}i∈A) , (4.35)

so the probability is proportional to the square of the associated volume.17 In fact, by using a

generalized version of DPP, we can approximately achieve [11, 148]:

P (X = A) ∝ Volλ({Li}i∈A) , (4.36)

17Volume here refers to the volume of the parallelepiped spanned by the columns of L, whereas the volume removal
in the previous sections referred to the change in the belief distribution between the prior and the unnormalized
posterior.
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for λ ≥ 0. One can note that higher λ enforces more diversity, because the probability of more diverse

sets (larger volumes) will be boosted against the less diverse sets. We visualize this in Figure 4.37.

Figure 4.37: The effect of λ is visualized. The columns of the matrix L have the same magnitude here;
however {1, 3} is a more diverse set than {1, 2}. When λ = 1, {1, 3} is two times more likely to be sampled
from the DPP distribution than {1, 2}. When we increase λ to 2, this ratio increases to 4, since more diverse
sets are boosted against the less diverse sets.

What remains is to construct the kernel matrix L. For this, we first define a matrix S ∈ RK×K

whose entries measure the similarity between the queries. In our problem, every query i has a feature

difference vector ψi = Φ(ξi1)− Φ(ξi2), and close ψ’s (in terms of Euclidean distance) correspond to

similar queries in terms of the information they provide. Therefore, we let

Sij = exp

(
−∥ψi − ψj∥

2
2

2σ2
DPP

)
, (4.37)

where σDPP is a hyperparameter. However, we are not restricted to this choice — we could use

distance metrics other than Euclidean distance. We then define the matrix L as

Lij = u
γ/λ
i Siju

γ/λ
j , (4.38)

which is guaranteed to be PSD by the construction of S. Here, γ is another hyperparameter and

ui ∈ R≥0 is the score of ith query that represents how much we want that query in our batch.

We use these scores to weight the queries based on how much volume they will remove from the

belief distribution, as computed by the objective of Equation (3.9). By increasing γ for fixed λ,

we give more importance to the scores than diversity. This enables us set the tradeoff between

informativeness and diversity.

Relating the Mode of a DPP with High Diversity and Informativeness. With proper

tuning of λ and γ, the batches that are both diverse and informative will have higher probabilities

of being sampled. This motivates us to find the mode of the distribution, i.e., argmaxA P (X = A),

which will guarantee informativeness and diversity. Another advantage of using the mode, instead

of a random sample from the distribution, is the fact that it is significantly faster to approximate,

even compared to the approximate sampling methods [10, 134, 148, 11].
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Approximating the Mode of a DPP

Finding the mode of a DPP exactly is NP-hard [124]. It is hard to even approximate it better than a

factor of 2xk for some x > 0, under a cardinality constraint of size k [76]. Here, we discuss a greedy

optimization algorithm to approximate the mode of a DPP.

In this approach, queries are greedily added to the batch. More formally, to approximate

argmax
A

P (X = A) = argmax
A

Volλ({Li}i∈A),

we greedily add queries to A. Let A(j) denote the set of selected queries at iteration j of batch

generation. We have

A(j+1) = A(j) ∪ {argmax
i′

Volλ({Li}i∈A(j)∪{i′})} ,

which we repeat until we obtain k queries in A. Çivril and Magdon-Ismail [75] showed that the

greedy algorithm always finds a kO(k)-approximation to the mode.

An important advantage of greedily approximating the mode is that the hyperparameter λ be-

comes irrelevant, as it is just an exponent in the objective in every iteration of batch generation,

unless trivially λ = 0. This reduces the burden of hyperparameter tuning.

Overall Algorithm

Having presented the background in DPPs and the method to approximately find the DPP-mode,

which corresponds to our diverse and informative batch, we are now ready to present our overall

DPP-based batch active comparison-based learning algorithm.

As noted earlier, we work with a discretized set of queries. While this set has K queries, it might

be computationally prohibitive to approximate the DPP mode (even greedily) if K is large. In such

cases, we first reduce the query set into a smaller set X by picking the queries which will individually

remove the highest volume. Algorithm 5 presents the pseudocode for this procedure.

Algorithm 5 ReduceDataset(w̄,K, |X |)
Input: w̄1, w̄2, . . . ▷ Sampled w estimates
Input: K := ((ξ1,1, ξ1,2), . . . , (ξK,1, ξK,2)) ▷ Dataset of queries
Input: |X | ▷ Desired size of the reduced query set

1: for j = 1, . . . ,K do
2: ψj ← Φ(ξj,1)− Φ(ξj,2)
3: uj ← minq∈{ξj,1,ξj,2} Ew̄ [1− P (q | w̄)] ▷ Volume removal of query j (see Equation (4.3))
4: end for
5: X ← ψj ’s with |X | highest uj values ▷ Reduction
6: u← uj values corresponding to X
7: return X ,u
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Afterwards, we approximately compute the mode of the DPP distribution over this reduced set

X as our batch. Algorithm 6 presents the DPP-based method. The first for-loop (lines 2 through 7)

constructs the DPP kernel, and the second part (lines 8 through 11) generates the batch by greedily

approximating the mode of the constructed DPP.

Algorithm 6 DPP-based Batch Generation

Require: DPP hyperparameters σDPP and γ, sampled w estimates w̄1, w̄2, . . .
1: X ,u← ReduceDataset(w̄,K, |X |)
2: for i = 1, . . . , |X | do
3: for j = 1, . . . , |X | do
4: Sij ← exp

(
−∥ψi−ψj∥2

2

2σ2
DPP

)
5: Lij ← uγi Siju

γ
j

6: end for
7: end for
8: A← ∅ ▷ Initialize the batch
9: for j = 1, . . . , k do

10: A← A ∪ {argmaxj′ detLA∪{j′}}
11: end for
12: return A

4.8.3 Time-Efficient Batch Active Learning Methods

DPP-based batch active learning method enables us to systematically tune the tradeoff between

diversity and informativeness. This approach leads to the best learning performance as we will

present in our experiments. However, the DPP method has two important drawbacks: (i) it requires

tuning of the hyperparameters σDPP and γ, and (ii) even approximating the mode of the DPP might

take too much time depending on the batch size k and the reduced set size |X |, as we need to compute

the matrix L and determinants of some of its submatrices at every greedy iteration. Although the

former problem may be tolerated as it can be performed offline, the latter may cause problems in

practice. DPP-based method is useful for the cases when parallelization in data collection is desired,

but the time-efficiency is not crucial.

However in many cases, we want our approach to be not only parallelizable but also time-efficient.

For this purpose, we now describe a set of methods that do not rely on DPPs in increasing order of

complexity to provide alternative approximations to the batch active learning problem. Figure 4.38

visualizes each approach for a small set of queries.

Greedy Selection

The simplest method to approximate the optimal batch generation is using a greedy strategy. In the

greedy selection approach, we conveniently assume the k different queries in a batch are independent
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(a) Greedy Selection. (b) Medoids Selection. (c) Boundary Medoids 
Selection.

(d) Successive Elimination.

Figure 4.38: Visualizations of the batch generation process of the proposed time-efficient batch active learning
algorithms. In each visual, a simple 2D space with 16 different ψ values that correspond to the reduced
set X is shown. The goal is to select a batch of k = 5 that will near-optimally maximize the joint volume
removal. The selected queries are shown in orange. (a) Greedy Selection. (b) Medoids Selection. The points
are selected based on the k-medoids clustering algorithm. (c) Boundary Medoids Selection. The clusters
are chosen over the boundary of the convex hull of all samples. (d) Successive Elimination. One point is
selected and another is eliminated based on pairwise comparisons of volume removal.

from each other. Of course this is not a valid assumption, but the independence assumption allows

us to choose the k-many maximizers of the objective of Equation (4.3) among the K discrete queries.

This method is a specific case of the DPP-based approach with λ = 0 or with |X | = k. While

this method can easily be employed; it is suboptimal as similar or redundant queries can be selected

together in the same batch because these similar queries are likely to lead to high volume removal

values. For instance, as shown in Figure 4.38a, the 5 orange queries chosen are all going to be very

close to the center where volume removal values are high.

Medoid Selection

To avoid the redundancy in the batch created by the greedy selection, we need to increase the dis-

similarity between the selected queries. We introduce an approach, Medoid Selection, that leverages

clustering as a similarity measure between the samples. In this approach, with the goal of picking

the most dissimilar queries, we cluster ψ-vectors associated with the elements of the reduced set X
into k clusters, using standard Euclidean distance. We then restrict ourselves to only selecting one

element from each cluster, which prevents us from selecting very similar trajectories.

One can think of using the well-known k-means algorithm [141] for clustering and then selecting

the centroid of each cluster. However, these centroids are not necessarily from the reduced set, so

they can have lower volume removal values. More importantly, they might be infeasible, i.e., there

might not be a pair of trajectories that produce the ψ vectors corresponding to the centroids.

Instead, we use the k-medoids algorithm [122, 24] which again clusters the queries into k sets.

The main difference between k-means and k-medoids is that k-medoids enables us to select medoids

as opposed to the centroids, which are queries in the set X that minimize the average distance to

the other queries in the same cluster. While k-medoids is known to be a slower algorithm than
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k-means [195], efficient approximate algorithms exist [17]. Figure 4.38b shows the medoids selection

approach, where 5 orange queries are selected from the 5 clusters.

Boundary Medoid Selection

We note that picking the medoid of each cluster is not the best option for increasing dissimilarity

—instead, we can further exploit clustering to select queries more effectively. In the Boundary

Medoid Selection method, we propose restricting the selection to be only from the boundary of the

convex hull of the reduced set X . If feasible, this selection criteria can separate out the selected

queries from each other on average. We note that when d, the dimensionality of ψ, is large enough

compared to k, most of the clusters will have queries on the boundary. We thus propose the following

modifications to the medoid selection algorithm. The first step is to only select the queries that are

on the boundary of the convex hull of the reduced set X . We then apply k-medoids with k clusters

over the queries on the boundary and finally only accept the cluster medoids as the selected batch.

As shown in Figure 4.38c, we first find k = 5 clusters over the points on the boundary of the convex

hull of X . We note that the number of queries on the boundary of convex hull of X can be larger

than the number of queries needed in a batch, e.g., there are 7 points on the boundary; however, we

only select the medoids of the 5 clusters created over these boundary queries shown in orange.

Successive Elimination

One of the main objectives of batch generation for active learning as described in the previous

methods is to select k queries that will maximize the average distance among them out of the queries

in the reduced set X . This problem is also referred to as max-sum diversification in literature, which

is known to be NP-hard [94, 47]. However, there exists a set of algorithms that provide approximate

solutions [62].

What makes our batch generation problem special and different from standard max-sum diver-

sification is that we can compute the volume removal for each query. As in the DPP-based method,

volume removal is a metric that models how much we want a query to be in the final batch. Thus, we

propose a novel method that leverages the volume removal values to successively eliminate queries

for the goal of obtaining a satisfactory diversified set. We refer to this algorithm as Successive Elim-

ination. At every iteration of the algorithm, we select two closest queries (in terms of Euclidean

distance of their ψ vectors, but again, other distance metrics between queries could also be used)

in the reduced set X , and remove the one with lower volume removal value. We repeat this proce-

dure until k points are left in the set, resulting in the k queries in our final batch, which efficiently

increases the diversity among queries.

A pseudo-code of this method is given in Algorithm 7. Figure 4.38d shows the successive pairwise

comparisons between two queries based on their corresponding volume removal. In every pairwise

comparison, we eliminate one of the queries, shown with black edge, keeping the query connected
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with the orange edge. The numbers show the order of comparisons made before finding k = 5 queries

shown in orange.

Algorithm 7 Successive Elimination

1: X ,u← ReduceDataset(w̄,K, |X |)
2: A← X ▷ Initialize the batch
3: while |A| > k do
4: (ψi, ψj)← argminψi,ψj∈A∥ψi − ψj∥2
5: if ui < uj then
6: Remove ψi from A
7: else
8: Remove ψj from A
9: end if

10: end while
11: return A

We make the code for our batch active learning methods available at https://bit.ly/381brBK.

4.8.4 Theoretical Guarantees

Theorem 5. Under the following assumptions:

1. The error introduced by the approximation given by Equation (4.33) is ignored,

2. The error introduced by the sampling of w̄’s via adaptive metropolis algorithm is ignored,

DPP-based method, greedy selection and successive elimination algorithms remove at least 1 − ϵ

times as much volume as removed by the best adaptive non-batch strategy after k ln( 1ϵ ) times as

many queries.

Proof. In the DPP-based method, greedy selection and successive elimination, the volume removal

maximizer query Q∗ out of K possible queries will always remain in the resulting batch of size k,

because: (i) the greedy DPP mode approximation will first add this query to the batch, (ii) greedy

selection algorithm will first add this query to the batch, and (iii) the queries will be removed in

successive elimination only if they have lower volume removal than some other queries in the set.

Sadigh et al. [171] proved, by using the ideas from adaptive submodular function maximization

literature [125], that if we make the single query Q∗ at each iteration, then at least 1 − ϵ times as

much volume as removed by the best adaptive non-batch strategy will be removed after ln( 1ϵ ) times

as many iterations. The proof is then complete with the pessimistic approach that accepts other

k − 1 queries will not remove any volume at all.

4.8.5 Simulations and Experiments

Experimental Setup. We performed several simulations and experiments to compare the methods

we propose and to demonstrate their performance. In all experiments, we set batch size k = 10,
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Figure 4.39: Simulation view of each environment. (a) FetchReach, (b) Driver, (c) Tosser, (d) LunarLander,
(e) MountainCar, (f) Swimmer.

Table 4.1: Environment Properties

Task Name dim(at) T d
LDS 5 1 5

FetchReach 7 19 4
Driver 2 5 4
Tosser 2 2 4

LunarLander∗ 2 5 6
MountainCar∗ 1 12 3

Swimmer 2 12 3
∗ Continuous versions

reduced query set size |X | = 200, number of w samples |Ω| = 1000, and assumed a linear reward

function: Rw(ξ) = w⊤Φ(ξ).

Alignment Metric. For our simulations, we generate synthetic random w∗ vectors as our true

reward function parameters. We again used the Alignment metric in order to compare non-batch

active, batch active and random query selection methods, where all queries are selected randomly

over all feasible trajectories. As a reminder,

Alignment =
w∗ · ŵ

∥w∗∥2∥ŵ∥2
, (4.39)

where ŵ is E[w | DC ], the expectation of the learned belief distribution over w. We remind that

this Alignment metric can be used to test convergence, because its value being close to 1 means the

estimate of w is very close to (aligned with) the true reward parameters vector. In our experiments,

we compare the methods using Alignment and the number of queries made.

Tasks

We perform experiments in different simulation environments that are summarized in Table 4.1 with

a list of the variables associated with every environment, where T is the number of time steps in

each trajectory, also known as the horizon of the task. The optimization of queries in the non-batch

active method (of Section 4.1), is hence over 2× (T dim(a)) with a fixed initial state s0, where the
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factor 2 is because we generate 2 trajectories for each query. Figure 4.39 visualizes each of the

experiment environments with some sample trajectories. Most of these environment were also used

in the previous sections, but we now go over them for the the convenience of the reader.

Linear Dynamical System (LDS). We assess the performance of our methods on a simple simu-

lated linear dynamical system:

s̃t+1 = As̃t +Bat, st = Cs̃t +Dat (4.40)

For a fair comparison between the proposed methods independent of the dynamical system, we want

Φ(ξ) to uniformly cover its range when the control inputs are uniformly distributed over their possible

values. We thus set A, B and C to be zero matrices and D to be identity matrix in this section.

Then a single step simulation of the system results in the observation s0, which can be treated as

Φ(ξ). Therefore, the control inputs are equal to the features over trajectories, and optimizing over

control inputs or features is equivalent. Despite its name, this environment is not meant to be a real

dynamical system – instead it measures how our batch active learning algorithms would perform in

the simplest linear regression via pairwise comparisons problem.

FetchReach. We use the simulator for Fetch mobile manipulator robot [213], visualized in Fig-

ure 4.39a. We use features that correspond to average and final distances to the target object (red

block), average distance to the table (brown block), and average distance to the obstacle (gray

block).

Driver. We use the 2D driving simulator [170], shown in Figure 4.39b. We use features corre-

sponding to distance to the closest lane, speed, heading angle, and distance to the other vehicle in

the scenario. Two sample trajectories are shown in red and green in Figure 4.39b. In addition, the

white line shows the fixed trajectory of the other vehicle on the road.

Tosser. We use MuJoCo’s “Tosser” [191] where a robot tosses a capsule-shaped object. The

features we use are maximum horizontal range, maximum altitude, the sum of angular displacements

at each time step and final distance to closest basket of the object. The two red and green trajectories

in Figure 4.39c correspond to synthesized queries showing different preferences for what basket to

toss the object to.

LunarLander. We use OpenAI Gym’s continuous version of the “LunarLander” environment [50]

where a spacecraft is controlled. We use features corresponding to final heading angle, final distance

to landing pad, total rotation, path length, final vertical speed, and flight duration. Two sample

trajectories are shown in red and green in Figure 4.39d.

MountainCar. We use OpenAI Gym’s “MountainCar” [50] where a simple 1D car model is

controlled on a hill. The features are maximum range in the positive direction, maximum range in

the negative direction, and time to reach the flag (or T if not reached). The environment is shown

in Figure 4.39e.

Swimmer. We use OpenAI Gym’s “Swimmer” [50]. We use features corresponding to horizontal
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displacement, vertical displacement, and total distance traveled. The environment is shown in

Figure 4.39f.

Comparison of Batch-Active Learning Methods

We first quantitatively compare the batch-active methods we proposed with each other. We use the

LDS, FetchReach, Driver and Tosser to demonstrate this comparison. For each of these environ-

ments, we create a dataset of K = 100,000 queries.

Independently for each environment, we randomly generated 200 different reward functions (w∗

vectors), 100 of which are for tuning γ in the DPP-based method and the remaining 100 are for

tests of all methods. The same approach can be employed in practice: One can simulate random

reward functions for tuning and then deploy the system to learn the reward functions from real users.

For both tuning and tests, we simulated noiseless users, who always reveal their true preferences in

order to eliminate the effect of noise in the results. We present the further details and results of

hyperparameter tuning in the Appendix C.4.

Figure 4.40: Batch-active learning methods are compared.

For each simulated reward function during our tests, we ran 10 batch generations with each

method, summing up to 100 pairwise comparison queries. We demonstrate the results in Figure 4.40.

Our results suggest that the DPP-based method significantly outperforms all other methods in all

environments (p < 0.05, Wilcoxon signed-rank test [204]) except for successive elimination in LDS

where both algorithms perform comparably.

Among the time-efficient batch active learning methods we proposed, successive elimination

method significantly outperforms the others (p < 0.05) in all environments except FetchReach where
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Table 4.2: Average Query Generation Times (seconds)

Environment Non-Batch
Batch Active Learning

Active
DPP-Mode

Greedy Medoids
Boundary
Medoids

Successive
Elimination

Driver 79.2 5.5 5.4 5.7 5.3 5.5
Tosser 149.3 5.5 4.1 4.3 3.8 3.9

LunarLander 177.4 5.6 4.1 4.1 4.2 4.1
MountainCar 96.4 7.1 3.8 4.0 4.0 3.8
Swimmer 188.9 10.8 3.8 3.9 4.0 4.1

it performs comparably to boundary medoids, significantly outperforms medoids selection (p < 0.05),

and marginally significantly outperforms greedy selection (p ≈ 0.06). Similarly, boundary medoids

approach significantly outperformed medoids selection and greedy selection in all environments (p <

0.05). Finally, medoids selection and greedy selection performed comparably in all environments,

except Tosser where medoids selection significantly outperformed the greedy approach (p < 0.05).

Overall, these results show us the ranking of batch active learning methods from the best to the

worst are as follows:

1. Active DPP-Mode

2. Successive Elimination

3. Boundary Medoids

4. Medoids

5. Greedy

Comparison to Non-Batch Active Learning

We next investigated the average time it required to generate one query. For this, we took a dataset

of K = 500,000 queries. We recorded the batch generation times, and divided it by k = 10. To show

the advantage of batch-active learning methods, we also ran the same analysis on the non-batch

active learning approach that synthesizes trajectories by optimizing over their action spaces along

the time horizon. We ran this study for Driver, Tosser, LunarLander, MountainCar and Swimmer

environments. The results are shown in Table 4.2. It can be seen that batch active learning methods

lead to a great decrease in query generation times compared to the non-batch method, and the DPP-

based method is slightly slower than the other batch algorithms. This slowness could be even more

significant for larger batches.

As we observed that successive elimination generates highly informative queries in a time-efficient

way without any hyperparameter tuning, we now compare its performance to the non-batch active

learning approaches. Specifically, we assessed its performance against non-batch active learning and

random query selection where queries are selected uniformly at random.

We again conducted our simulation experiments on all environment but FetchReach due to its



4.8. BATCH-MODE ACTIVE QUERYING FOR TIME-EFFICIENCY 119

large action space, which makes the non-batch active learning impractical as it optimizes over the

action space along the horizon. For the simulations with LDS, we assume that human’s preferences

are noisy as discussed in Equation (4.33). For all other environments, we again assume an oracle

user who responds to queries with no error to avoid perturbations due to noise in responses.

Figure 4.41: The performance of each algorithm is averaged over 10 different runs on LDS where w∗ is
uniformly randomly generated. Successive elimination performs better than the random querying and worse
than the non-batch active method.

Figure 4.41 shows the number of queries that result in a corresponding Alignment value for each

method in the LDS environment, averaged over 10 runs. The non-batch active version significantly

outperforms successive elimination (p < 0.05), as it performs the optimization for each and every

query. As expected, both active methods significantly outperform random querying (p < 0.05).

We show the results of our experiments on the other five environments in Figures 4.42 and 4.43.

Figure 4.42 shows the convergence to the true reward function parameters w∗ as the number of

queries increases (similar to Figure 4.41). It is interesting to note that non-batch active learning

performs suboptimally in LunarLander and Tosser. We believe this can be due to the non-convex

optimization being solved in non-batch methods leading to suboptimal behavior, or because of the

Figure 4.42: The performance the algorithms is shown. The non-batch active method performs poorly on
LunarLander and Tosser.
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Figure 4.43: Convergence to w∗ as a function of time is plotted for each environment. Non-batch active
learning method is slow due to the optimization and adaptive metropolis algorithm involved in each iter-
ation, whereas random querying performs poorly due to redundant queries. Successive elimination clearly
outperforms both of them.

known failure cases of the volume removal objective as we discussed in Section 4.1. The proposed

batch active learning methods overcome this issue thanks to query space discretization and the fact

that it does not rely merely on the volume removal values and tries to incorporate diversity among

the queries.

Figure 4.43 evaluates the computation time required for querying. It is clearly visible that

batch active learning makes the process much faster than the non-batch active method and random

querying.

Figure 4.44: The performance of successive elimination algorithm with varying k values was averaged over
10 different runs with LDS where w∗ is uniformly randomly generated and |X | = 20k. (a) The Alignment

values, and (b) average query times.

Therefore, batch active learning is preferable over other methods as it balances the tradeoff

between the number of queries required and the time it takes to compute the queries. This tradeoff

can be seen in Figure 4.44 where we simulated LDS with varying k values. For this simulation, we

set |X | = 20k in accordance with other experiments.

User Preferences

In addition to our simulation results using synthetic w∗ vectors, we perform a user study to learn

humans’ preferences for the Driver and Tosser environments. This experiment is mainly designed

to show the ability of our framework to learn humans’ preferences.
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Setup. We recruited 10 users who responded to 150 queries generated by successive elimination

algorithm for each environment (Driver or Tosser).

Figure 4.45: User preferences on Driver task are grouped into two sets. While the first set shows the
preferences conforming with the natural driving behavior, the second set is comprised of data from two
users one of whom preferred collisions with the other car over leaving the road and the other regarded some
collisions as near-misses and thought they can be acceptable in order to keep speed. It can be seen that the
uncertainty in their learned preferences is higher.

Driver Preferences. Using successive elimination, we are able to learn humans’ driving preferences.

Our results show that the reward functions of users are very close to each other as this task mainly

models natural driving behavior. This is consistent with results shown by Sadigh et al. [171],

where non-batch techniques are used. We noticed a few differences between the driving behavior as

shown in Figure 4.45. This figure shows the distribution of the weights for the four features after 150

queries. Two of the users (plot on the right) seem to have slightly different preferences about collision

avoidance, which may correspond to more aggressive driving behavior. We observed that 70 queries

were enough for converging to safe and sensible driving in the defined scenario. The optimized

driving with different number of queries can be watched on https://youtu.be/MaswyWRep5g.

Tosser Preferences. Similarly, we use successive elimination to learn humans’ preferences on

the Tosser task. Figure 4.46 shows we learn interesting tossing preferences. For demonstration

purposes, we optimize the control inputs with respect to the preferences of two of the users, one of

whom prefers the green basket while the other prefers the red one (see Figure 4.39c). We note that

100 queries were enough to see reasonable convergence in this task. The evolution of the learning

can be watched on https://youtu.be/cQ7vvUg9rU4.

4.9 Chapter Summary

In this chapter, we built on the techniques we presented in Chapter 3: we showed how different

comparative feedback types, which robots can leverage to learn reward functions, can be actively

collected from humans for better data- and time-efficiency. We first started with reviewing an existing

acquisition function from the literature, namely volume removal [171], and showed its drawbacks and
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Figure 4.46: User preferences on Tosser task are grouped into four sets. The first set shows the preferences
of people who aimed at throwing the ball into the green basket (the distant one) but accepted throwing into
the other basket is better than not throwing into any baskets. The second set is comprised of data from
three users who preferred the red basket (the closer one). In the third group, the users preferred the green
basket over the red one, but also accepted throwing far away is better than throwing into the red basket,
because it is an attempt for the green basket. Lastly, the fourth group is similar to the first group; however
the confidence over preferences is much less, because the users were not sure about how to compare the cases
where the ball was dropped between the baskets in one of the trajectories.

failure cases in Section 4.1. We then proposed an alternative objective in Section 4.2 to optimize for

data-efficiency: mutual information, a widely used notion from information theory [77]. We showed it

does not suffer from the same problems as volume removal even though it has the same computational

complexity. We then adopted the same structure as in Chapter 3 to extend each comparative query

and reward function type (parameteric and non-parametric) with active querying techniques, one

by one from Section 4.3 to 4.7. Finally in Section 4.8, we showed how one can actively generate

multiple queries at the same time, i.e., in batches, for parallelizability and better time-efficiency as

it avoids solving an optimization problem for each and every query.



Chapter 5

Final Words

We envision a world where robots and agents powered with artificial intelligence seamlessly interact

with humans and each other, which may include collaborating, competing, teaching and influencing.

We are convinced that they need to be able to learn the objectives or the preferences of other agents

to achieve such interactions. Because the information about an agent’s objective enables a robot

to better predict their behavior, which in turn, enables the robot to condition their interaction on

these predictions. Our preliminary works empirically proved this concept in various settings such as

human-robot collaboration [42], autonomous driving [60], traffic network optimization [132, 35, 41],

or multi-agent learning [199, 25, 225]. Perhaps more importantly, learning humans’ objectives in a

task means learning how to perform the task itself. This has also been the theme of the simulations

and experiments we conducted in this thesis.

Overall, this thesis is an important step towards the goal of reliably learning humans’ objectives

in various tasks. For more and easier accessibility, we released a software library that implements

many of the methods we proposed in this thesis [44]. However, both in that library and in this thesis,

we only focused on learning from comparative feedback (possibly in addition to demonstrations) and

how to elicit human preferences using such feedback. In real world, when people interact with each

other, they often use many more sources of information, such as gaze, gestures, language, facial

expressions, etc. Robots are still not fully capable of using these other forms of feedback. While

such high-level challenges exist and are yet to be solved, we would like to conclude this thesis by

focusing on a discussion of the limitations and future directions of the methods we developed.

5.1 Challenges

Although we proposed several techniques for actively learning from comparative feedback and em-

pirically showed they can be used to learn humans’ preferences in different tasks, those techniques

are limited in various ways. In this section, we would like to focus on these limitations for both
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learning and active querying.

5.1.1 Limitations and Future Work in Learning

In this thesis, we worked with two different assumptions about the reward function that we are

trying to learn: it is either a parametric or a non-parametric reward function. In the former, we

were constrained to work with functions that have a small number of parameters in practice, because

our learning scheme is fully Bayesian. However, many applications in robotics may require more

complex reward functions, such as those modeled with deep neural networks. We are not able to

efficiently (in terms of both data and time) learn such complex functions using the techniques in

this thesis. Even though alternative learning methods that rely on gradient based learning exist,

e.g. [52], they often cannot give reliable uncertainties about the learned reward which limits their

usability and makes active querying difficult.

In the latter, we used Gaussian processes to model non-parametric reward functions. Although

this relaxes some of the assumptions about the functional form of the reward, it brings its own

challenges in practice: how large can the input to the Gaussian process be? Even though this

approach enabled us to learn complex rewards, we were now limited in terms of the dimensionality

of the input (the number of trajectory features), because Gaussian processes are difficult to fit with

large amounts of data and increasing the input dimensionality makes it more data-hungry.

Both of these limitations point out another challenge: where do the trajectory features come

from? Often, we rely on experts to design such features, but these reward models are prune to

errors in feature functions. Although our preliminary works show new features could be discovered

using comparative feedback [120], we still rely on the initial set of hand-designed features. Future

work should investigate supervised and unsupervised techniques for learning features for reward

functions.

Moreover, we adopted and used different models about how humans respond to comparative

feedback queries. All of these models implicitly assume humans are rational decision makers: in

all models, the most likely human response is the true response based on their underlying reward

function. However, humans are bounded rational in various settings and conditions [180, 93, 105].

Our work based on cumulative prospect theory [117, 194] showed humans take consistently subopti-

mal actions when the system involves some risk [131], even when there are only two action choices,

just like the pairwise comparisons setting we have in this thesis. Future work should incorporate

this suboptimality or irrationality of humans into the reward learning from comparative feedback

framework.1

An important limitation of our multimodal reward learning techniques presented in Sections 3.5

and 3.6 is the fact that we assumed we know the number of modes in the reward function. Although

1See the recent work by Chan et al. [63] that attempts to model various reasons of irrationality and incorporate
them for reward inference.
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this might be the case when learning rewards from multiple humans with different objectives, it is

unrealistic if we are trying to learn a multimodal reward from one person who has non-stationary

preferences. Our techniques could be easily modified to handle such scenarios: similar to clustering

algorithms, one can experiment with varying number of modes and then take the simplest model

that gives reasonable performance. However, this approach will prevent the robots from using active

querying techniques as they rely on a fixed number of modes.

Finally, an interesting research direction is about the interfaces that can be used for collecting

comparative feedback. In Section 3.4, we showed we can use a slider bar to collect scale feedback,

which gives more information than pairwise comparisons. However, extending this to higher number

of trajectories within a query is challenging. For three trajectories, one could think of a 2D plane on

which the user selects a point whose distance to the corners indicate how much the user prefers each

trajectory. Going beyond three trajectories requires more and more complex interfaces, and perhaps

hardware. Even more interestingly, one could leverage the fact that the systems we are trying to

teach via comparative feedback are robots that are embodied. This may open new possibilities such

as giving feedback to the robot about different parts of the space it is operating in or about different

segments of its trajectory (see [78]).

5.1.2 Limitations and Future Work in Active Querying

All of the techniques we proposed for active querying had an implicit assumption: the robot is

in an offline training phase. Thanks to this assumption, we are able to optimize our queries to

humans specifically for data-efficiency. In other words, we do not have to worry about whether the

trajectories we are demonstrating to humans are good or bad: we can show bad trajectories just

for the sake of learning. However, in many cases, it is desirable to ask questions while, at the same

time, trying to perform the task. Such an online setting would require optimizing when to ask a

question during the task, and other acquisition functions for deciding what question to ask.

It is not only that we did not have to worry about the quality of trajectories, but we also

did not formulate any hard safety constraints (even though we formulated some soft constraints in

Section 3.3 by constructing a region of avoidance in the trajectory space). This prevents one from

using learning from comparative feedback techniques in safety critical systems. One possibility is

to first utilize safe exploration techniques, e.g., [30, 185, 37], to construct the space of trajectories,

but this requires a well-defined safety function. Future work should investigate how safety could

also be learned using comparative feedback, similar to the related works on constraint learning from

demonstrations [71].
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5.2 Closing Thoughts

This thesis is only a step that brings ideas from robotics, machine learning, information theory and

control theory to address the reward learning problem in artificial intelligence which we believe to be

an important challenge to achieve seamless human-robot (or more generally human-AI) interaction.

As we discussed in this chapter, there are still many limitations and challenges that need to be

addressed for achieving such interactions. We believe these challenges will require collaborations

between researchers from a wide range of fields, such as machine learning, robotics, computational

psychology, human-robot interaction, behavioral economics, formal methods and control theory.



Appendix A

Proofs

A.1 Proof of Proposition 1

Proof. To prove the statement, we show the feasible set obtained from scale feedback is a subset

of the feasible set from choice feedback. We note δ∗ > 0 for any non-trivial problem instance,

as otherwise every trajectory would be equally optimal for any w∗. For one of the queries that

form DS and DC , say query i, we assume the user prefers ξ
(i)
1 over ξ

(i)
2 without loss of generality,

implying q̄(i) ≥ 0. For this query, pairwise comparison feedback defines a feasible set Λ
(i)
Comparison =

{w | Rw(ξ(i)1 ) − Rw(ξ(i)2 ) ≥ 0}. First, we consider q̄(i) = 1. This yields Λ
(i)
Scale = {w | Rw(ξ(i)1 ) −

Rw(ξ
(i)
2 ) ≥ ϱδ(w)}. Since both ϱ > 0 and δ(w) ≥ 0, we obtain Λ

(i)
Scale ⊆ Λ

(i)
Comparison. For the case

q̄(i) ∈ [0, 1), we have Λ
(i)
Scale = {w | Rw(ξ(i)1 ) − Rw(ξ(i)2 ) = q̄(i)ϱδ(w)}; the right hand side is non-

negative and thus any w satisfying the equality must satisfy Rw(ξ
(i)
1 ) − Rw(ξ(i)2 ) ≥ 0. This also

implies Λ
(i)
Scale ⊆ Λ

(i)
Comparison. As Errmax(w∗,DS) maximizes over ΛScale, which is the intersection

of Λ
(i)
Scale’s over queries, while Errmax(w∗,DC) maximizes over ΛComparison, Err

max(w∗,DS) cannot

attain a larger value than Errmax(w∗,DC).

A.2 Volume Removal Equivalence when |Q(i)| = 2

While presenting the volume removal optimization for active learning in Equations (4.2) and (4.3),

we stated we could maximize the worst-case volume removal when |Q(i)| = 2 so that a large amount

of volume will be removed regardless of the human’s response. This objective is in fact equal to the

expected volume removal objective while learning from pairwise comparisons.
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Theorem 6. While learning from pairwise comparisons, the worst-case volume removal maximiza-

tion in Equation (4.3) is equivalent to expected volume removal maximization presented in Equa-

tion (4.2):

max
Q(i)={ξ1,ξ2}

E(i)
q

[∫
w

(
bi−1(w)− P (q(i) | Q(i)w)bi−1(w)

)
dw

]
Proof. We first work on the worst-case optimization objective:

min
q(i)∈Q(i)

∫
w

(
bi−1(w)− P (q(i) | Q(i), w)bi−1(w)

)
dw

= min
q(i)∈Q(i)

(
1−

∫
w

P (q(i) | Q(i), w)bi−1(w)dw

)
= min
q(i)∈Q(i)

(
1− Ew∼bi−1(w)

[
P (q(i) | Q(i), w)

])
= min
q(i)∈Q(i)

(
1− P (q(i) | Q(i), bi−1)

)
= min

{
P (q(i) = Q

(i)
1 | Q(i), bi−1), P (q(i) = Q

(i)
2 | Q(i), bi−1)

}
,

where the last equation is because the queries are pairwise and P (q(i) = Q
(i)
1 | Q(i), bi−1) +P (q(i) =

Q
(i)
2 | Q(i), bi−1) = 1. Hence, we are trying to find queries for which the minimum of those two

terms is maximized. An optimal query is therefore one for which our model predicts P (q(i) = Q
(i)
1 |

Q(i), bi−1) = P (q(i) = Q
(i)
2 | Q(i), bi−1) = 0.5. Intuitively, we are looking for queries where our model

is highly unsure about the human’s response. We know that 0 ≤ P (q(i) = Q
(i)
1 | Q(i), bi−1), P (q(i) =

Q
(i)
2 | Q(i), bi−1) ≤ 1. Hence, we note that this optimization is equivalent to optimizing P (q(i) =

Q
(i)
1 | Q(i), bi−1)P (q(i) = Q

(i)
2 | Q(i), bi−1).

Next, we work on the expected volume removal objective:

Eq(i)|Q(i),bi−1

∫
w

(
bi−1(w)− P (q(i) | Q(i), w)bi−1(w)

)
dw

= Eq(i)|Q(i),bi−1

[
1−

∫
w

P (q(i) | Q(i), w)bi−1(w)dw

]
= Eq(i)|Q(i),bi−1

[
1− Ew∼bi−1(w)

[
P (q(i) | Q(i), w)

]]
= Eq(i)|Q(i),bi−1

[
1− P (q(i) | Q(i), bi−1)

]
= 2P (q(i) = Q

(i)
1 | Q(i), bi−1)P (q(i) = Q

(i)
2 | Q(i), bi−1) ,

and so optimizing this objective is equivalent to optimizing P (q(i) = Q
(i)
1 | Q(i), bi−1)P (q(i) = Q

(i)
2 |

Q(i), bi−1) again.
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A.3 Proof of Theorem 2

Proof. We need to show if the global optimum is negative, then any longer-horizon optimization will

also give negative reward (difference between information gain and the cost) in expectation. Let

Q
(i)
∗ denote the global optimizer. For any i′ ≥ 0,

I(q(i), . . . , q(i+i
′);w | Q(i), . . . , Q(i+i′))−

i′∑
j=0

c(Q(i+j))

= I(q(i);w | Q(i)) + . . .+

I(q(i+i
′);w | q(i), . . . , q(i+i

′−1), Q(i), . . . , Q(i+i′))−
i′∑
j=0

c(Q(i+j))

≤ I(q(i);w | Q(i)) + . . .+ I(q(i+i
′);w | Q(i+i′))−

i′∑
j=0

c(Q(i+j))

≤ (i′ + 1)
[
I(q(i);w | Q(i)

∗ )− c(Q(i)
∗ )
]
< 0 (A.1)

where the first inequality is due to the submodularity of the mutual information, and the second

inequality is because Q
(i)
∗ is the global maximizer of the greedy objective. The other direction of

the proof is very clear: If the global optimizer is nonnegative, then querying Q
(i)
∗ will not decrease

the cumulative active learning reward in expectation, so stopping is not optimal.

A.4 Proof of Corollary 1

Proof. Suppose we have such a mixture of M Plackett-Luce models that is not identifiable. Then,

there must exist two distinct sets of parameters (w,α) and (w′, α′) such that for every query Q, the

induced ranking distributions q1 and q2 respectively are identical. But since (w,α) and (w′, α′) are

distinct, there is either (1) two mixing coefficients in (w,α) and (w′, α′) that disagree or (2) two

trajectories ξ1 and ξ2 that have a different difference in rewards across (w,α) and (w′, α′) under

one of the reward functions. Let Q̄ with corresponding ranking distribution q̄ be an arbitrary query

in case (1) and an arbitrary query containing ξ1 and ξ2 in case (2). Note that q̄ is the marginal

distribution of the overall Plackett-Luce distribution, which by construction is a mixture of M

Plackett-Luce models with parameters (w,α) and (w′, α′), restricted to the trajectories in Q̄. But

now there are two distinct sets of parameters representing the distribution over the full ranking of Q

since we know (w,α) and (w′, α′) differ on the restricted set of trajectories Ξ′ = Q (either because

they have differing mixing coefficients or because their induced rewards on Ξ′ are not a within a

constant additive factor of each other since ξ1 and ξ2 are in Ξ′). But we know |Ξ′| = |Q|, so this

finding contradicts the fact that Q̄ must be identifiable by Theorem 4. We conclude every mixture

of M Plackett-Luce models is identifiable subject to the query size bounds in the statement of this
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corollary.

A.5 Justification for Remark 2

Here, we define the optimal adaptive set of queries D∗
R to be the one which, in expectation, minimizes

the uncertainty over model parameters H(w,α | D∗
R). It is a well-known result that for adaptive

submodular functions, greedy optimization yields results that are within a constant factor (1 − 1
e )

of optimality [95]. While our mutual information objective in Eqn. (4.28) is adaptive submodular

in the non-adaptive setting (where all queries Q are selected before observing their results), in

our adaptive setting these guarantees no longer hold (conditional entropy is only submodular with

respect to conditioned variables if those variables are unobserved).



Appendix B

Derivations

B.1 Mutual Information Derivation for Section 4.2

We first present the full derivation of Equation (4.12),

Q
(i)
∗ = argmax

Q(i)={ξ1,...,ξ|Q(i)|}
I(q(i);w | Q(i), bi−1) .

We first write the mutual information as the difference between two entropy terms:

I(q(i);w | Q(i), bi−1) = H(w | Q(i), bi−1)− Eq(i)|Q(i),bi−1

[
H(w | q(i), Q(i), bi−1)

]
. (B.1)

Next, we expand the entropy expressions and use P (q(i) | Q(i), bi−1)P (w | q(i), Q(i), bi−1) = P (w, q(i) |
Q(i), bi−1) to combine the expectations for the second term to get:

H(w | Q(i), bi−1)− Eq(i)|Q(i),bi−1

[
H(w | q(i), Q(i), bi−1)

]
= −Ew|Q(i),bi−1

[
log2 P (w | Q(i), bi−1)

]
+ Ew,q(i)|Q(i),bi−1

[
log2

(
P (w | q(i), Q(i), bi−1)

)]
. (B.2)

Since the first term is independent from q(i), we can write this expression as

Ew,q(i)|Q(i),bi−1

[
log2 P (w | q(i), Q(i), bi−1)− log2 P (w | Q(i), bi−1)

]
= Ew,q(i)|Q(i),bi−1

[
log2 P (q

(i) | Q(i), bi−1, w)− log2 P (q
(i) | Q(i), bi−1)

]
= Ew,q(i)|Q(i),bi−1

[
log2 P (q

(i) | Q(i), w)− log2

(∫
P (q(i) | Q(i), w′)P (w′ | Q(i), bi−1)dw′

)]
,

(B.3)

where the integral is taken over all possible values of w.
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Having Ω as a set of samples drawn from the prior bi−1,

I(q(i);w | Q(i))
·
= Ew,q(i)|Q(i),bi−1

[
log2 P (q

(i) | Q(i), w)− log2

(
1

|Ω|
∑
w′∈Ω

P (q(i) | Q(i), w′)

)]

= Ew,q(i)|Q(i),bi−1

[
log2

|Ω| · P (q(i) | Q(i), w)∑
w′∈Ω P (q

(i) | Q(i), w′)

]
= Ew|Q(i),bi−1

[
Eq(i)|Q(i),w

[
log2

|Ω| · P (q(i) | Q(i), w)∑
w′∈Ω P (q

(i) | Q(i), w′)

]]
= Ew|Q(i),bi−1

[ ∑
q(i)∈Q(i)

P (q(i) | Q(i), w) log2
|Ω| · P (q(i) | Q(i), w)∑
w′∈Ω P (q

(i) | Q(i), w′)

]
·
=

1

|Ω|
∑

q(i)∈Q(i)

∑
w̄∈Ω

P (q(i) | Q(i), w̄) log2
|Ω| · P (q(i) | Q(i), w̄)∑
w′∈Ω P (q

(i) | Q(i), w′)
, (see 4.12)

where, in the last step, we use the sampled w’s to compute the expectation over w | Q(i), bi−1, which

is equivalent to w | bi−1. This completes the derivation.

B.1.1 Extension to User-Specific and Unknown ς

We now derive the mutual information optimization when the minimum perceivable difference pa-

rameter ς of the extended human model (for weak pairwise comparison queries) we introduced in

Section 4.2.4 is unknown. One can also attempt to learn the rationality coefficient βC . Therefore, for

generality, we denote all human model parameters that will be learned as a vector κ. Furthermore,

we denote the belief over (w, κ) before iteration i as bi−1
+ . Since our true goal is to learn w, the

optimization now becomes:

Q
(i)
∗ = argmax

Q(i)={ξ1,...,ξ|Q(i)|}
Eκ|Q(i),bi−1

+

[
I(q(i);w | Q(i), bi−1

+ )
]

(B.4)
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We now work on this objective as follows:

Eκ|Q(i),bi−1
+

[
I(q(i);w | Q(i), bi−1

+ )
]

= Eκ|Q(i),bi−1
+

[
H(w | κ,Q(i), bi−1

+ )− Eq(i)|κ,Q(i),bi−1
+

[
H(w | q(i), κ,Q(i), bi−1

+ )
] ]

= Eκ|Q(i),bi−1
+

[
H(w | κ,Q(i), bi−1

+ )
]
− Eκ,q(i)|Q(i),bi−1

+

[
H(w | q(i), κ,Q(i), b

(i)
+ )
]

= −Eκ,w|Q(i),bi−1
+

[
log2 P (w | κ,Q(i), bi−1

+ )
]
+ Eκ,q(i),w|Q(i),bi−1

+

[
log2 P (w | q(i), κ,Q(i), bi−1

+ )
]

= Eκ,q(i),w|Q(i),bi−1
+

[
log2 P (w | q(i), κ,Q(i), bi−1

+ )− log2 P (w | κ,Q(i), bi−1
+ )

]
= Eκ,q(i),w|Q(i),bi−1

+

[
log2 P (qi | w, κ,Q(i), bi−1

+ )− log2 P (q
(i) | κ,Q(i), bi−1

+ )
]

= Eκ,q(i),w|Q(i),bi−1
+

[
log2 P (q

(i) | w, κ,Q(i), bi−1
+ )−log2 P (κ, q(i) | Q(i), bi−1

+ )+log2 P (κ | Q(i), bi−1
+ )

]
(B.5)

Noting that P (κ | Q(i), bi−1
+ ) = P (κ | bi−1

+ ), we drop the last term because it does not involve

the optimization variable Q(i). Also noting P (q(i) | w, κ,Q(i), bi−1
+ ) = P (q(i) | w, κ,Q(i)), the new

objective is:

Eκ,q(i),w|Q(i),bi−1
+

[
log2 P (q

(i) | w, κ,Q(i))− log2 P (κ, q
(i) | Q(i), bi−1

+ )
]

·
=

1

|Ω+|
∑

(w̄,κ̄)∈Ω+

∑
q(i)∈Q(i)

P (q(i) | w̄, κ̄, Q(i))
[
log2 P (q

(i) | w̄, κ̄, Q(i))− log2 P (κ̄, q
(i) | Q(i), bi−1

+ )
]

(B.6)

where Ω+ is a set containing samples from bi−1
+ . Since P (κ̄, q(i) | Q(i), bi−1

+ ) =
∫
P (q(i) | κ̄, w′, Q(i))P (κ̄, w′ |

Q(i), bi−1
+ )dw′ where the integration is over all possible values of w, we can write the second logarithm

term as:

log2

 1

|Ω+|
∑

w′∈Ω(κ̄)

P (q(i) | κ̄, w′, Q(i))

 (B.7)

with asymptotic equality, where Ω(κ̄) is the set that contains samples from bi−1
+ with fixed κ̄. Note

that while we can actually compute this objective, it is computationally much heavier than the case

without κ, because we need to sample w for each κ̄ sample.

One property of this objective that will ease the computation is the fact that it is parallelizable.

An alternative approach is to actively learn (w, κ) instead of just w. This will of course cause

some performance loss, because we are only interested in w. However, if we learn them together, the

derivation follows the derivation of Equation (4.12), which we already presented, by simply replacing
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w with (w, κ), and the final optimization becomes:

argmax
Q(i)={ξ1,...,ξ|Q(i)|}

1

|Ω+|
∑

q(i)∈Q(i)

∑
(w̄,κ̄)∈Ω+

P (q(i) | Q(i), w̄, κ̄) log2
|Ω+| · P (q(i) | Q(i), w̄, κ̄)∑
(w′,κ′)∈Ω+ P (qi | Qi, w′, κ′)

B.2 Mutual Information Derivation for Section 4.3

Let Σ be the posterior covariance matrix between f(Φ(1)) and f(Φ(2)). And let

Σ−1 =

[
c d

d c′

]
.

Note that the c here is not related to the cost function c we used in Section 4.2. Throughout the

derivation, all integrals are calculated over R, but we drop it to simplify the notation. h denotes the

binary entropy function, and Φ is the cdf of the standard normal distribution. We use f1 and f2 to

denote f(Φ(1)) and f(Φ(2)), respectively. We write the first entropy term in the optimization (4.18)

as:

H(q | Φ(1), Φ(2),Q,q)

= h

(∫ ∫
Φ

(
f1 − f2√

2σC

)
N ([f1, f2] | [µ(1), µ(2)],Σ)df2df1

)
= h

(√
cc′ − d2
2π

∫ ∫
Φ

(
f1 − f2√

2σC

)
e−

1
2 (c(f1−µ

(1))2+c′(f2−µ(2))2+2d(f1−µ(1))(f2−µ(2)))df2df1

)

= h

(√
cc′ − d2
2π

∫ ∫
Φ

(
f1 − f2√

2σC

)
e−

1
2 (c((f1−µ

(1))2+ 2d
c (f1−µ(1))(f2−µ(2)))+c′(f2−µ(2))2)df1df2

)

= h

(√
cc′ − d2
2π

∫ ∫
Φ

(
f1 − f2√

2σC

)
e−

1
2 (c(f1−µ

(1)+ d
c (f2−µ

(2)))2− d2

c (f2−µ(2))2+c′(f2−µ(2))2)df1df2

)

= h

(√
cc′ − d2
2π

∫
e−

1
2 c

′(f2−µ(2))2e
1
2

d2

c (f2−µ(2))2
∫

Φ

(
f1 − f2√

2σC

)
e−

1
2 (c(f1−µ

(1)+ d
c (f2−µ

(2)))2)df1df2

)

= h

√cc′ − d2
2π

∫
e−

1
2

c′c−d2

c (f2−µ(2))2
∫ Φ

(
f1−f2√
2σC

)
e−

1
2 (c(f1−µ

(1)+ d
c (f2−µ

(2)))2)

√
2π√
c

√
2π√
c
df1df2


= h

√cc′ − d2√
2π
√
c

∫
e−

1
2

c′c−d2

c (f2−µ(2))2
∫ Φ

(
f1−f2√
2σC

)
e−

1
2 (c(f1−µ

(1)+ d
c (f2−µ

(2)))2)

√
2π√
c

df1df2

 (B.8)
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Using the mathematical identity
∫
x
ϕ(x)N(x|µ, σC2)dx = ϕ( µ√

1+σC
2 ), we obtain

H(q | Φ(1), Φ(2),Q,q)

= h

√cc′ − d2√
2π
√
c

∫
e−

1
2

c′c−d2

c (f2−µ(2))2Φ

µ(1) − d
c f2 +

d
cµ

(2) − f2
√
2σC

√
1 + 1

2cσC
2

 df2


= h

√cc′ − d2√
2π
√
c

∫
e−

1
2

c′c−d2

c (f2−µ(2))2Φ

µ(1) + d
cµ

(2) − (dc + 1)f2
√
2σC

√
1 + 1

2cσC
2

 df2



= h


√
cc′ − d2√
2π
√
c

∫
e−

1
2

c′c−d2

c (f2−µ(2))2

Φ

−( d
c+1)(f2−

µ(1)+ d
c
µ(2)

d
c
+1

)

√
2σC

√
1+ 1

2cσC
2


√
2πc√

c′c−d2

√
2πc√

c′c− d2
df2

 (B.9)

Using the same identity again,

H(q | Φ(1), Φ(2),Q,q) = h

Φ

 µ(1) − µ(2)

√
2σC

√
1 + 1

2cσC
2

√
1 + c

2σC
2+ 1

c

(1+ d
c )

2

c′c−d2


 (B.10)

One can then expand the expression in the denominator and use the facts that Var(f(Φ(1))) = c′

cc′−d2 ,

Var(f(Φ(2))) = c
cc′−d2 and Cov(f(Φ(1)), f(Φ(2))) = −d

cc′−d2 to obtain

H(q | Φ(1), Φ(2),Q,q) = h

(
Φ

(
µ(1) − µ(2)√

2σC2 + g(Φ(1), Φ(2))

))
. (B.11)

where g(Φ(1), Φ(2)) = Var(f(Φ(1))) + Var(f(Φ(2)))− 2Cov(f(Φ(1)), f(Φ(2)))

We next make the derivation for the second entropy term. To simplify the notation, we let

σC
′2 = πln(2)

2 , σC
′′2 = σC

′2 + 1
c , and σC

2
b =

c(1+ d
c )

2

c′c−d2 . By performing a linearization over the
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logarithm of the second entropy term as in [112],

Ef∼P (f |Q,q)

[
H(q | Φ(1), Φ(2), f)

]
≈
√
c′c− d2
2π

∫ ∫
e−

(f1−f2)2

πln(2) e−
1
2 (c(f1−µ

(1))2+c′(f2−µ(2))2+2d(f1−µ(1))(f2−µ(2)))df1df2

=

√
c′c− d2
2π

∫
e−

1
2 c

′(f2−µ(2))2
∫
e
− (f1−f2)2

2σC
′2 e−

1
2 (c(f1−µ

(1))2+2d(f1−µ(1))(f2−µ(2)))df1df2

=

√
c′c− d2
2π

∫
e−

1
2 c

′f2
2

∫
e
− (f1+µ(1)−f2−µ(2))2

2σC
′2 e−

1
2 cf1

2−df1f2df1df2

=

√
c′c− d2
2π

∫
e−

1
2 c

′f2
2

∫
e
− (f1+µ(1)−f2−µ(2))2

2σC
′2 e−

1
2 c(f1+

d
c f2)

2+ 1
2

d2

c f2
2

df1df2

=

√
c′c− d2
2π

∫
e−

1
2

c′c−d2

c f2
2

∫
e
− (f1−f2+µ(1)−µ(2))2

2σC
′2 e−

1
2 c(f1+

d
c f2)

2

df1df2 (B.12)

By the change of variables for the inner integral with u = f1 +
d
c f2,

Ef∼P (f |Q,q)

[
H(q | Φ(1), Φ(2), f)

]
=

√
c′c− d2
2π

∫
e−

c′c−d2

2c f2
2

∫
u

e
−

(u− d
c
f2+µ(1)−f2−µ(2))2

2σC
′2 e−

1
2 cu

2

dudf2

=

√
c′c− d2
2π

∫
e−

c′c−d2

2c f2
2

∫
u

e
−

((1+ d
c
)f2−u−µ(1)+µ(2))2

2σC
′2 e−

1
2 cu

2

dudf2

(B.13)

By another change of variables for the outer integral with v = f2
1+d/c ,

Ef∼P (f |Q,q)

[
H(q | Φ(1), Φ(2), f)

]
=

1

1 + d
c

√
c′c− d2
2π

∫
v

e
− c′c−d2

2c
v2

(1+ d
c
)2

∫
u

e
− (v−u+µ(2)−µ(1))2

2σC
′2 e−

1
2 cu

2

dudv .

(B.14)

By identifying the inner integral as a convolution of two Gaussians, we get

Ef∼P (f |Q,q)

[
H(q | Φ(1), Φ(2), f)

]
=

1

1 + d
c

√
c′c− d2
2π

2πσC
′ 1√
c

∫
v

e
− 1

2
c′c−d2

c
v2

(1+ d
c
)2

1
√
2π
√
σC ′2 + 1

c

e
− 1

2
(v−(µ(1)−µ(2)))2

σC
′2+ 1

c dv

=
1

1 + d
c

√
c′c− d2σC ′ 1√

c

1
√
2π
√
σC ′2 + 1

c

∫
v

e
− 1

2
v2

σC
2
b e

− 1
2

(v−(µ(1)−µ(2)))2

σC
′′2 dv . (B.15)
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By repeating the same convolution trick for the second integral,

Ef∼P (f |Q,q)

[
H(q | Φ(1), Φ(2), f)

]
=

1

1 + d
c

√
c′c− d2σC ′ 1√

c

1
√
2π
√
σC ′2 + 1

c

2πσCbσC
′′ 1√

2π
√
σC2

b + σC ′′2
e
− 1

2
(µ(1)−µ(2))2

σC
2
b
+σC

′′2

=
1

1 + d
c

√
c′c− d2σC ′ 1√

c

1√
σC ′2 + 1

c

σCbσC
′′ 1√

σC2
b + σC ′′2

e
− 1

2
(µ(1)−µ(2))2

σC
2
b
+σC

′′2
. (B.16)

Again, we express this in terms of covariance and variance expressions:

Ef∼P (f |Q,q)

[
H(q | Φ(1), Φ(2), f)

]
=

√
π ln(2)σC2 exp

(
− (µ(1)−µ(2))2

π ln(2)σC
2+2g(Φ(1),Φ(2))

)
√
π ln(2)σC2 + 2g(Φ(1), Φ(2))

. (B.17)

This completes the derivation.

B.3 Mutual Information Derivation for Section 4.6

We present the derivation of the formula for computing the maximum mutual information query Q∗.

Assume at a fixed round i we have made past ranking query observations DR = {Q(i′), q(i
′)}i−1

i′=1,

and possibly other types of feedback to have the belief distribution bi−1. The desired query is then

Q∗ = argmax
Q

I(q;w,α | Q, bi−1), (B.18)

where I(·; ·) denotes mutual information and q is the response to the query Q. Equivalently, denoting

conditional entropy with H(· | ·), we note

I(q;w,α | Q, bi−1) = H(w,α | bi−1)− Eq′∼q|Q,bi−1

[
H(w,α | Q, q = q′, bi−1)

]
,

which allows us to write the optimization in Equation (B.18) equivalently as

Q∗ = argmin
Q

Eq′∼q|Q,bi−1

[
H(w,α | Q, q = q′, bi−1)

]
.

We further simplify this minimization objective by denoting the joint distribution over q and

(w,α) conditioned on Q and bi−1 as P (q, w, α | Q, bi−1) and expanding the entropy term:
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Q∗ = argmin
Q

Eq′,w′,α′∼q,w,α|Q,bi−1 log
P (q = q′ | Q, bi−1)

P (q = q′ | Q,w = w′, α = α′]

= argmin
Q

Eq′,w′,α′∼q,w,α|Q,bi−1 log
Ew′′,α′′∼w,α|bi−1P (q = q′ | Q,w = w′′, α = α′′]

P (q = q′ | Q,w = w′, α = α′]
. (see 4.28)



Appendix C

Implementation Details

C.1 Metropolis-Hastings for Section 4.6

Figure C.1: Multi-chain Metropolis-Hastings sampling (left) gives more representative samples from the
distribution compared to the single-chain variant (right).

To sample from P (w,α | bi−1) using Equation (3.38), we use the Metropolis-Hastings algorithm

[69], running NMH chains simultaneously for HMH iterations. To avoid autocorrelation between

samples, unlike in conventional Metropolis-Hastings we only use the last state in each chain as a

sample. In contrast, for conventional Metropolis-Hastings, multiple samples would be drawn from a

single chain at set intervals after a short burn-in period. As we see in Fig. C.1, for our multimodal

Plackett-Luce posteriors, performing multi-chain Metropolis-Hastings yields posterior samples that

are far more evenly distributed across different posterior modes. Thus, to achieve well-distributed

posterior samples, we set our effective burn-in period to be HMH − 1, taking only the last sample

from each chain.

For two states in the chain w,α and w′, α′, our proposal distribution is then

PMH(w
′, α′ | w,α) =

M∏
m=1

ϕMH(wm − w′
m),
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where ϕMH is the pdf of the zero-mean Gaussian with the covariance matrix σ2
MHI.

The posterior distribution in Figure C.1 is that of a 2-mode Plackett-Luce mixture with fixed

uniform mixing coefficients and 1-D weights conditioned on the observations 50 ≻ −50 and −50 ≻ 50.

The single-chain algorithm ran for 2000 steps with a burn-in period of 200 steps after which every

18th sample was selected, while the multi-chain algorithm used 100 chains for 20 iterations each,

taking only the last sample from each chain.

C.2 Simulated Annealing for Section 4.6

For our simulated annealing, we run NSA chains in parallel for HSA iterations each, returning the

best query Q found across each run. We define the transition proposal distribution PSA(Q
′ | Q) to

be a positive constant if Q′ and Q differ by one trajectory and 0 otherwise. We run with a starting

temperature of T 0
SA, cooling by a factor of γSA with each subsequent iteration past the first.

C.3 Hyperparameters for Section 4.6

We use the hyperparameters in Table C.1 for the simulated annealing and Metropolis-Hastings

algorithms, whose details are provided in Appendix C.1 and Appendix C.2, respectively.

Table C.1: Hyperparameters

Constant Value

NMH 100

HMH 200

σMH 0.15

NSA 10

HSA 30

T 0
SA 10

γSA 0.9

C.4 Hyperparameter Tuning for DPPs in Section 4.8.5

We introduced the hyperparameters λ, σDPP and γ for the DPP-based method. However, using

the mode of the DPP distribution as the batch eliminates λ, as it does not affect the results unless

trivially λ = 0. Hence, we need to tune σDPP and γ only.

As γ is enough in our proposed algorithm to adjust the trade-off between diversity and high

volume removal, we use the following heuristic for setting σDPP to avoid extra computational burden.
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We simply set σDPP to be the expected distance between two nearest points (in terms of Euclidean

distance) when k points are selected uniformly at random in the space [0, 1]d where d is the number

of features, i.e., d = dim(Φ(ξ)).

For a human user and a given dynamical system, we cannot try different hyperparameter values,

because we need to query the human many times to get the responses under different hyperpa-

rameters. Therefore, to perform tuning for and γ, we simulate 100 synthetic true reward weights

separately for each environment.

Figure C.2: Tuning results for the DPP-based method for various γ under each environment.

We tuned γ separately for our experiment environments LDS, FetchReach, Tosser and Driver

where each γ has been experimented with 100 different synthetic true reward functions.

Figure C.2 shows how the Alignment value changes with different number of queries for varying

γ. We highlighted the selected γ parameters in the plots.

As it can be seen from the results, the effect of γ on performance was slight for the environments

we experimented on. It is therefore difficult to select the “best” γ. We qualitatively selected γ = 1

for LDS and Tosser, γ = 4 for FetchReach, and γ = 0 for Driver based on their slight advantage

in learning rate with respect to the number of queries. While it is possible that other environments

have heavier dependencies on γ, our results empirically suggest that the method is robust to the

choice of γ, which can ease the use of our DPP-based batch generation algorithm.



Appendix D

Experiment Details

D.1 Environment Features for Sections 4.1.2 and 4.2.4

D.1.1 FetchReach

We present the full set of features below. In Section 4.1.2, we used the first three of these features

whereas Section 4.2.4 uses all features to make it a more difficult problem.

• The average of e−c1d1 over the trajectory where d1 is the distance between the end effector

and the goal object, and c1 = 1.

• The average of e−c2d2 over the trajectory where d2 is the vertical distance between the end

effector and the table, and c2 = 1.

• The average of e−c3d3 over the trajectory where d3 is the distance between the end effector

and the obstacle, and c3 = 1.

• The average of the end effector speed over the trajectory.

D.1.2 Driver

• The average of e−c4d
2
4 over the trajectory, where d4 is the shortest distance between the ego

car and a lane center, and c4 = 30.

• The average of (v1 − 1)2 over the trajectory, where v1 is the speed of the ego car.

• The average of cos(θ1) over the trajectory, where θ1 is the angle between the directions of ego

car and the road.

• The average of e−c5d
2
5−c6d

2
6 over the trajectory, where d5 and d6 are the horizontal and vertical

distances between the ego car and the other car, respectively; and c5 = 7, c6 = 3.
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Table D.1: Features of the ExtendedDriver Environment

Description Definition

Φ1 Lane keeping: mean distance to closest lane center mean[exp(−30·min{d8,d9,d10})]
0.15343634

Φ2 Keep speed: mean difference to speed 1 mean[(1−v)2]
0.42202643

Φ3 Driving straight: mean heading θ mean[θ]
0.06112367

Φ4 Collision avoidance 1: mean distance to other car mean[exp(−7·∆x2)+3·∆y2]
0.15258019

Φ5 Collision avoidance 2: min distance to other car min[exp(−7·∆x2)+3·∆y2]
0.10977646

Φ6 Smoothness: mean jerk mean[∆v̇]
0.00317041

Φ7 Distance travelled: progress along the road y(T )−y(0)
1.01818467

Φ8 Final lane L: robot end in the left lane int(∥x(T )− c8∥ < 0.08)
Φ9 Final lane M: robot end in the center lane int(∥x(T )− c9∥ < 0.08)
Φ10 Final lane R: robot end in the right lane int(∥x(T )− c10∥|| < 0.08)

D.1.3 Tosser

• The maximum distance the object moved forward from the tosser robot.

• The maximum altitude of the object.

• Number of flips (real number) the object does.

• e−c7d7 where d7 is the final horizontal distance between the object and the center of the closest

basket, and c7 = 3.

D.2 Environment Features for Section 4.5.2

Here, we describe the features of the simulation and user study environments we used. These

environments are: ExtendedDriver, which we used for the simulations in Section 4.5.2, original

Driver, which was used in Section 4.2.4, and we present the results in Appendix E.2, and finally

Fetch robot experiment with drink serving (FetchDrink), which we used for the user studies in

Section 4.5.2.

D.2.1 ExtendedDriver

In Table D.1 we detail the features of the ExtendedDriver scenarios. Notation specific to Table D.1:

d8, d9, d10 are the squared distances of the robot car to the center of the left, middle and right lane;

v is the speed profile of the robot trajectory; v̇ the acceleration profile; θ is the heading of the car,

x(t) and y(t) are the car’s x and y position at a given time t ∈ [0, T ] (x is orthogonal to the road,

y is along the road); ∆x and ∆y are the ordinal distance between the robot car and the other car;

and c8, c9, c10 are the x-coordinates of the lane centers.
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D.2.2 Original Driver

See Appendix D.1.2.

D.2.3 FetchDrink

In the user studies presented in Section 4.5.2 and the simulations presented in Appendix E.2, we

used the following eight features for the FetchDrink robot experiment:

• Speed of the end-effector ∈ {0, 0.33, 0.67, 1}
• Maximum height of the end-effector ∈ {0, 0.33, 0.67, 1}
• Selected drink being the orange juice ∈ {0, 1}
• Selected drink being the water ∈ {0, 1}
• Selected drink being the milk ∈ {0, 1}
• Orientation of the pan ∈ {0, 1}
• Moving the drink behind or over the pan ∈ {0, 1}
• Robot hitting the pan while moving the drink ∈ {0, 1}

D.3 Choice of σS in the User Studies for Section 4.5.2

In Section 4.5.2, we stated we took σS = 0.35 in the user studies based on pilot trials with different

users. We now describe the procedure that yielded this selection of σS .

Before all the actual experiments, we recruited 3 participants (3 male, ages 27–40) for a pilot

study. In this study, the participants followed the same procedure as in our actual experiments, but

responded to only 30 randomly generated queries. These 30 queries were formed by three sets: 10

scale queries, 10 weak comparison queries and another 10 scale queries. We randomized the order

of these three sets to avoid any bias.

After we collected these data, we repeated the following procedure for σS = 0.05, 0.10, . . . , 1.00.

We learned a single posterior for each user by using 10 scale and 10 weak comparison query responses

under σS noise, i.e., the posteriors included both scale and soft choice feedback. We then checked

the test set loglikelihood (with the remaining 10 queries) under the learned posterior and the same

σS .

The σS value that yielded the highest test set loglikelihood, σS = 0.35, was then used for all of

the actual experiments with real users.
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D.4 Baselines for Section 4.6.3

D.4.1 Random

We benchmark against a random agent, wherein at each step the query selected by the agent is a

collection of |Q| random items without replacement. We also use the random querying method for

comparing the multimodal reward learning with the approaches that assume a unimodal reward (as

in Section 4.2), as it does not introduce any bias in the query selection.

D.4.2 Volume Removal

Volume removal seeks to maximize the difference between the prior distribution over model param-

eters and the unnormalized posterior. Volume removal notably fails to be optimal in domains where

there are similar trajectories as we showed in Section 4.1. In these settings, querying sets of tra-

jectories with similar features removes a large amount of volume from the unnormalized posterior

(since the robot is highly uncertain about their relative quality), yet yields little information about

the model parameters (since the human also has high uncertainty). Mutual information based ap-

proaches are better able to generate trajectories to query for which the robot has high uncertainty

while the human has enough certainty to yield useful information for the robot.

D.5 Trajectory Generation in Section 4.6.3

D.5.1 LunarLander Trajectories

We designed 8 trajectory features based on: absolute heading angle accumulated over trajectory,

final distance to the landing pad, total amount of rotation, path length, task completion (or failure)

time, final vertical velocity, whether the lander landed on the landing pad without its body touching

the ground, and original environment reward from OpenAI Gym [50]. Using these features, we

randomly generated 10 distinct reward functions based on the linear reward model and trained a

DQN policy [151] for each reward. Finally, we generated 100 trajectories by following each of these

10 policies in the environment to obtain 1000 trajectories in total. We used these trajectories as our

dataset for the ranking queries. Figure D.1 presents an example trajectory with extracted, scaled

and centered features.
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Feature Value

Mean angle 2.27683634

Total angle −0.20375356
Distance to goal 5.41860642

Total rotation 0.25948072

Path length 3.71660086

Final vertical velocity −0.57097337
Crash time 1.11112885

Score −0.15500268

Figure D.1: Sample LunarLander trajectory (left) with extracted features (right).

D.5.2 FetchBanana Trajectories

To design our 351 trajectories, we varied the target shelf (3 variations), the movement speed (3),

the grasp point on the banana (3) and where in the shelf it is placed (13). We then designed 12

trajectory features based on these varied parameters and appended another binary feature which

indicates whether any object dropped from the shelves on that trajectory.

Specifically, for a trajectory ξ, let

ytarget,i =

1 i is the target shelf

0 otherwise
,

ygrasp, yheight, ywidth, yspeed specify the grasp position and speed, and ysuccess specifies whether

the robot did not drop any objects from the shelves. Our featurization is then

Φ(ξ) =
(
ytarget,1, ytarget,2, ytarget,3, yspeed, yspeed(1− yspeed), ygrasp, ygrasp(1− ygrasp), yheight,

yheight(1− yheight), ywidth, ywidth(1− ywidth), 1− (ygrasp − ywidth)
2, ysuccess

)
.

Figure D.2 presents a sample FetchBanana trajectory with its featurization.
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Feature Value

ytarget,1 1

ytarget,2 0

ytarget,3 0

yspeed 0.5

yspeed(1− yspeed) 0.25

ygrasp 1

ygrasp(1− ygrasp) 0

yheight 0.75

yheight(1− yheight) 0.1875

ywidth 0.25

ywidth(1− ywidth) 0.1875

1− (ygrasp − ywidth)
2 0.4375

ysuccess 1

Figure D.2: Sample FetchBanana trajectory (left) with extracted features (right).

D.6 Metrics in Section 4.6.3

D.6.1 MSE

Our metric is

MSE =

M∑
m=1

|w∗
m − ŵm|22 (D.1)

where the learned reward weights of the experts are matched with the true weights using the Hungar-

ian algorithm. When the learning model assumes a unimodal reward function, as in our simulations

for Figure 4.27, we compute the MSE metric as
∑M
m=1|w∗

m − ŵ|22.

D.6.2 Log-Likelihood

Formally, we define the Log-Likelihood metric as

Log-Likelihood = EQ∼Q
[
Eq′∼q|Q logP (q = q′ | Q, bi−1)

]
(D.2)

for Q the uniform distribution across all possible queries and P (q | Q) the distribution over the

human’s response to query Q (as in Equation (3.37)). We can compute the inner term

P (q | Q, bi−1) = Ew′,α′∼w,α|bi−1 [P (q | Q,w = w′, α = α′)]
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Figure D.3: The user interface for the online studies with the real Fetch robot (FetchBanana environment).
The user selected the 2nd trajectory as their top choice and the 6th trajectory as the second top.

using Metropolis-Hastings as in Section 4.6.2 to sample from the posterior P (w,α | b(i−1)) and

computing the inner term with Equation (3.37).

D.6.3 Learned Policy Reward

Similar to the MSE metric, we match the rewards learned via DQN [151] with the true rewards using

the Hungarian algorithm.

D.7 Experimental Setup in Section 4.6.3

D.7.1 Shelf Descriptions for FetchBanana Environment

A picture of each shelf accompanied the following descriptions.

• The top shelf has some space, but you usually put cooked meals there.

• The middle shelf is for fruits, but it is already full. The robot may accidentally drop other

fruits.

• The bottom shelf has a lot of space, but you have been using it for toys.

D.7.2 User Interface

For both environments, subjects were told they need to rank the six trajectories in each query by

clicking on the trajectories starting from the most preferred to the least. The web interface (see

Figure D.3) equipped them with “Undo” and “Sync” buttons. “Undo” allowed the subjects to undo

a selection they make within a query. “Sync” enabled them to restart all videos in the query.
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Additional Results

E.1 Additional Simulation Results for Section 4.2.4

E.1.1 Results with User-Specific and Unknown ς

Mutual Information (Weak Queries & Unknown   )Mutual Information (Weak Queries & Known   )

LDS Driver Tosser FetchReach
Mutual Information (Strict Queries)

Al
ig

nm
en

t

Figure E.1: The simulation results with mutual information formulation for unknown ς. Plots are mean±s.e.

Using the approximate, but computationally faster optimization we introduced in Appendix B.1.1,

we performed additional analysis where we compare the performances of strict pairwise compari-

son queries, weak pairwise comparison queries with known ς and weak pairwise comparison queries

without assuming any ς (all with the mutual information formulation). As in the previous simu-

lations, we simulated 100 users with different random reward functions. Each user is simulated to

have a true ς, uniformly randomly taken from [0, 2]. During the sampling of Ω+, we did not assume

any prior knowledge about ς, except the natural condition that ς ≥ 0. The comparison results are

in Figure E.1. While knowing ς increases the performance as expected, weak pairwise comparison

queries are still better than strict queries even when ς is unknown. This supports the advantage of

employing weak pairwise comparison queries.

149
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E.1.2 Results without Query Space Discretization

LDS Driver Tosser
Mutual Information (Weak Queries) Mutual Information (Strict Queries) Volume Removal (Weak Queries) Volume Removal (Strict Queries)
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Figure E.2: Alignment values are plotted (mean±s.e.) for the experiments without query space discretization,
i.e., with continuous trajectory optimization for active query generation.

We repeated the experiment that supportsH5, and whose results are shown in Figure 4.6, without

query space discretization. By optimizing over the continuous action space of the environments, we

tested mutual information and volume removal formulations with both strict and weak pairwise

comparison queries in LDS, Driver and Tosser tasks. We excluded FetchReach again in order to

avoid prohibitive trajectory optimization due to large action space. Figure E.2 shows the results. As

it is expected, mutual information formulation outperforms the volume removal with both pairwise

comparison query types. And, weak pairwise comparison queries lead to faster learning compared

to strict pairwise comparison queries.

E.1.3 Effect of Information from “About Equal” Responses

We have seen that weak pairwise comparison queries consistently decrease wrong answers and im-

prove the performance. However, this improvement is not necessarily merely due to the decrease

in wrong answers. It can also be credited to the information we acquire thanks to “About Equal”

responses.

LDS Driver Tosser FetchReach

Mutual Information (Weak Queries with Info from “About Equal”)
Mutual Information (Weak Queries without Info from “About Equal”)

Volume Removal (Weak Queries with Info from “About Equal”)
Volume Removal (Weak Queries without Info from “About Equal”)
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t

Figure E.3: The results (mean±s.e.) of the simulations with weak pairwise comparison queries where we use
the information from “About Equal” responses (blue and red lines) and where we do not use (purple and
orange lines).
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To investigate the effect of this information, we perform two additional experiments with 100

different simulated human reward functions with weak pairwise comparison queries: First, we use

the information by the “About Equal” responses; and second, we ignore such responses and remove

the query from the query set to prevent repetition. Figure E.3 shows the results. It can be seen

that for both volume removal and mutual information formulations, the information from “About

Equal” option improves the learning performance in Driver, Tosser and FetchReach tasks, whereas

its effect is very small in LDS.

E.1.4 Optimal Stopping under Query-Independent Costs

LDS Driver Tosser Fetch
Mutual Information (Weak Queries) Mutual Information (Strict Queries)

Figure E.4: Simulation results for optimal stopping under query-independent costs. Line plots show cu-
mulative active learning rewards (cumulative difference between the information gain values and the query
costs), averaged over 100 test runs and scaled for better appearance. Histograms show when optimal stop-
ping condition is satisfied.

To investigate optimal stopping performance under query-independent costs, we defined the cost

function as c(Q) = ϖ, which just balances the trade-off between the number of questions and

learning performance. Similar to the query-dependent costs case we described in Section 4.2.4, we

first simulate 100 random users and tune ϖ accordingly in the same way. We then use this tuned

ϖ for our tests with 100 different random users. Figure E.4 shows the results. Optimal stopping

rule enables terminating the process with near-optimal cumulative active learning rewards in all

environments, which again supports H9.

E.2 Additional Simulation Results for Section 4.5.2

We present additional simulation results to compare the proposed scale feedback with weak pairwise

comparisons. For the ExtendedDriver environment from Section 4.5.2, we additionally show data

with higher noise, and show results with the log-likelihood measure used in the user study. Further,

we show the same analysis for the original Driver experiment, and for the simulated version of the

FetchDrink experiment from the user study.
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For all the simulation results in this Appendix, we simulated 40 different w∗, each with four

different ϱ∗ ∈ {.25, .5, .75, 1}, making 160 runs in total.

E.2.1 ExtendedDriver

High Noise. In Section 4.5.2 we showed results for user noise σS = 0.1 in Figure 4.23. In addition,

we repeat the same experiment but with σS = 0.3; shown in Figure E.5. Overall, we observe a

poorer performance for all approaches compared to σS = 0.1 – higher noise in the user feedback

makes learning more difficult. Nevertheless, scale feedback still leads to an improvement on both

measures, Alignment and Relative Reward.

Figure E.5: Alignment (left) and Relative Reward (right) for ExtendedDriver with σS = 0.3.

Log-Likelihood. Figure E.6 shows the Log-Likelihood for the ExtendedDriver simulations. When

the noise is small, scale feedback significantly outperforms weak pairwise comparisons under all three

active querying methods. Further, mutual information based method performs best overall, followed

by random. It might be surprising that max regret achieves a lower log-likelihood than random.

Max regret greedily tries to find solutions that are close to optimal. Thus, this approach does not

gather information about comparably good or bad trajectories (with respect to collected reward).

Since the set of test queries is generated randomly, it might contain numerous queries about which

the max regret approach is still uncertain since it only focused on finding close to optimal solutions.

Mutual information based method, on the other hand, minimizes the uncertainty about weights,

regardless of how different the resulting trajectories are. Similarly, random querying is completely

unbiased and thus does not focus on a subset of queries as the max regret approach does.

In Figure E.6 (b) we show the log-likelihood for high noise. Here all three active querying methods

perform nearly identical, and the difference between scale feedback and weak pairwise comparisons

is very small. This is because, when the noise is high, i.e., when the Gaussian over the feedback

value has high variance, the log-likelihood measure does not heavily penalize bad predictions, which

causes all methods to acquire high log-likelihood values.
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(a) σS = 0.1 (b) σS = 0.3

Figure E.6: Log-Likelihood for the ExtendedDriver simulations.

E.2.2 Original Driver

Alignment and Relative Reward. Next, we show results for the original Driver experiment.

Figure E.7 shows the Alignment and Relative Reward for low noise (σS = 0.1), FigureE.8 shows

the same measures for high noise (σS = 0.3). While scale feedback still improves Alignment and

Relative Reward for all querying methods, the gap to weak pairwise comparison feedback is smaller

than for the ExtendedDriver. However, we observe that all querying methods achieve a substantially

stronger performance than in the ExtendedDriver model with 10 features, indicating that the original

Driver environment poses a less difficult learning problem with only 4 features. We notice that

the result for weak pairwise comparisons via mutual information optimization achieves a higher

Alignment after 20 iterations than reported in Section 4.2. There are two reasons for this: First,

we use a Gaussian noise instead of the Boltzmann model (also known as MNL or the softmax

model). Second, by emulating weak pairwise comparisons using a slider with step size 1, we change

the model for when users give a neutral (“About Equal”) feedback. Nonetheless, the stronger

performance compared to Section 4.2 suggests that these differences do not negatively impact the

performance of weak comparison queries with mutual information maximization, and thus that the

shown comparisons of scale feedback and weak pairwise comparisons are fair.

Log-Likelihood. We also report the results in the Log-Likelihood measure in Figure E.9. The

results are very similar to the results of the ExtendedDriver environment, except the Log-Likelihood

values increase faster. This is again because the reward is easier to learn in the original Driver

environment with the fewer number of features.

E.2.3 FetchDrink

We now show simulation results for the experimental setup from the user study, using the Fetch

robot: FetchDrink. Figure E.10 shows the Alignment and Relative Reward for low noise (σS =

0.1), Figure E.11 shows the same measures for high noise (σS = 0.3), and Figure E.12 shows the

Log-Likelihood. In terms of the comparisons between different feedback types and different active
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Figure E.7: Alignment and Relative Reward for the original Driver with σS = 0.1.

Figure E.8: Alignment and Relative Reward for the original Driver with σS = 0.3.

(a) σS = 0.1 (b) σS = 0.3

Figure E.9: Log-Likelihood for the original Driver.

querying methods, the results have the same trend as the ExtendedDriver and the original Driver

environments.

E.3 Results with Test Set with Mixture Data for Section 4.5.2

In both of our user studies, we used a test set that consists of randomly generated scale questions.

Given the fact that the subjective user ratings did not point out a significant difference between

learning from scale feedback and pairwise comparison queries, one might argue that the superiority

of learning from scale feedback in terms of the Log-Likelihood metric is simply because the test set

also consists of scale feedback. Mathematically, this should not happen, because a good posterior
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Figure E.10: Fetch robot with drink serving experiment (FetchDrink) with σS = 0.1.

Figure E.11: Fetch robot with drink serving experiment (FetchDrink) with σS = 0.3.

(a) σS = 0.1 (b) σS = 0.3

Figure E.12: Log-Likelihood for the Fetch robot with drink serving experiment (FetchDrink).

should be able to correctly predict any form of user feedback. However, humans have cognitive

biases, which makes it possible that the posterior learned with the scale questions captures the bias

caused by the scale questions, whereas the posterior learned with the weak pairwise comparisons

cannot do this.

To show this is not the case, we present an additional analysis on the same human data as in

our first user study. For this analysis, we take the reward posteriors that have been learned with

the first 7 queries (of “Scale - Mutual Information”, “Scale - Random”, and “Pairwise - Random”).

Next, we alter the test set as follows. We take (i) the first 3 scale queries from the original test

set, and (ii) the last 3 weak pairwise comparison queries from the original training set of randomly

generated weak pairwise comparison queries (and this is why we only take the first 7 posteriors – we
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do not mix the training and test data). Finally, we perform the Log-Likelihood analysis on this

modified test set.

Figure E.13: Additional analysis results are shown (mean±s.e. over 18 subjects).

Results are shown in Figure E.13. It can be seen that even with a test set that consists of mixture

data, the results have the same trend as in the original study results. While having smaller test set

(6 instead of the 10 in the original study) causes larger standard errors, “Scale - Information” and

“Scale - Random” both outperform “Pairwise - Random” with statistical significance (p < 0.05 in

both comparisons). On the other hand, the comparison between “Scale - Information” and “Scale -

Random” gives p = 0.098.

This analysis shows the fact that scale feedback outperforms weak pairwise comparisons in terms

of Log-Likelihood is not because of the data in the test set. Even with a test set that consists of

both scale and weak pairwise comparison data, we see the benefits of learning from scale queries.

However, this analysis does not answer the question why user ratings did not have a significant

difference between the two feedback types. While the answer to this question requires more analysis

and possibly more data collection, we speculate the following reason: the mean user ratings are al-

ways around 4, and even higher than 4 when queries are actively generated with mutual information.

This means the users are happy with the optimized trajectories, so we can say that 10 queries are

enough in this task to find the optimal trajectory. However, while user ratings measure how close

the optimal trajectory with respect to the robot’s posterior is to the optimal trajectory the user has

in mind; Log-Likelihood measures the predictive performance of the posterior. Therefore, having

a high user rating does not necessarily mean the robot can accurately compare two suboptimal tra-

jectories. On the other hand, a high Log-Likelihood value indicates good predictive performance,

which is crucial in many robotics applications, such as behavior modeling. Hence, we claim: (i)

learning from scale feedback improves the predictive performance over learning from weak pairwise

comparisons, and (ii) a more complex task might be needed to show scale feedback leads to more

efficient learning than weak pairwise comparisons, which is also suggested by our simulation studies.
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E.4 Numerical Results for Section 4.5.2

Here, we present Table E.1 where we report the numerical results of the simulations in Section 4.5.2

at iterations 0, 5, 10, 20; and Table E.2 where we report the final numerical results of the user studies.

Consistent with the section, the numbers are presented as mean ± standard deviation (simulations)

and standard error (user study).

Table E.1: Numerical results of the simulations at selected iterations i

Mean±Standard Deviation

Plot i = 0 i = 5 i = 10 i = 20

Fig. 4.23 Scale - Information (Alignment) −.01± .33 .62± .19 .81± .16 .9± .08
Fig. 4.23 Pairwise - Information (Alignment) −.02± .31 .52± .18 .67± .16 .79± .15
Fig. 4.23 Scale - MaxRegret (Alignment) .01± .31 .57± .19 .71± .16 .75± .16
Fig. 4.23 Pairwise - MaxRegret (Alignment) −.03± .3 .47± .23 .59± .17 .67± .18
Fig. 4.23 Scale - Random (Alignment) .01± .33 .52± .2 .67± .17 .77± .17
Fig. 4.23 Pairwise - Random (Alignment) .02± .32 .4± .21 .52± .2 .63± .21
Fig. 4.23 Scale - Information (Rel. Reward) .51± .32 .92± .12 .98± .04 1.0± .01
Fig. 4.23 Pairwise - Information (Rel. Reward) .5± .3 .89± .12 .95± .07 .98± .04
Fig. 4.23 Scale - MaxRegret (Rel. Reward) .52± .31 .96± .07 .99± .02 1.0± .01
Fig. 4.23 Pairwise - MaxRegret (Rel. Reward) .51± .3 .91± .12 .95± .06 .96± .06
Fig. 4.23 Scale - Random (Rel. Reward) .52± .32 .89± .14 .96± .07 .99± .03
Fig. 4.23 Pairwise - Random (Rel. Reward) .52± .32 .85± .15 .89± .12 .93± .12

E.5 Synthetic Experiment for Section 4.6.3

E.5.1 Testing M > 2

Figure E.14: Different querying methods are compared on a synthetic environment (mean±se over 250 runs).

For our first experiment with synthetic data, we demonstrate effectiveness of our approach for

learning mixtures of more than two Plackett-Luce models. In particular, we evaluate our approaches

using 250 sets of five randomly simulated reward weights (M = 5, |Q| = 6), and trajectory features
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Table E.2: Final numerical results of the user study

Plot Mean±Standard Error

Fig. 4.24(a) Scale - Information −29.7± 1.2
Fig. 4.24(a) Scale - Random −36.2± 2.2
Fig. 4.24(a) Pairwise - Random −51.2± 3.5
Fig. 4.24(b) Scale - Information 4.2± 0.2
Fig. 4.24(b) Scale - Random 3.6± 0.3
Fig. 4.24(b) Pairwise - Random 3.9± 0.2
Fig. 4.24(c) Scale (Easiness) 3.8± 0.2
Fig. 4.24(c) Pairwise (Easiness) 4.5± 0.2
Fig. 4.24(c) Scale (Expressiveness) 3.8± 0.3
Fig. 4.24(c) Pairwise (Expressiveness) 4.1± 0.2
Fig. 4.25(a) Scale - Information −28.8± 1.3
Fig. 4.25(a) Pairwise - Information −46.0± 3.1
Fig. 4.25(b) Scale - Information 4.5± 0.2
Fig. 4.25(b) Pairwise - Information 4.2± 0.3
Fig. 4.25(c) Scale (Easiness) 3.6± 0.3
Fig. 4.25(c) Pairwise (Easiness) 4.6± 0.2
Fig. 4.25(c) Scale (Expressiveness) 4.3± 0.2
Fig. 4.25(c) Pairwise (Expressiveness) 4.3± 0.2

defined by Φ(ξ1:10) ∼ N (0, I), Φ(ξ11:110) ∼ N (0, 0.1I), and Φ(ξ111:1110) ∼ N (0, 0.01I) where I is

the 3× 3 identity matrix and ξi:i′ refers to the ith through i′
th

trajectory in the trajectory dataset

for generating queries. This environment models complex multimodal structure in the trajectory

feature space, which is common to many robotic settings.

Figure E.15: Different values of M for the mutual information maximization approach are compared
(mean±se over 100 runs).

Figure E.14 shows the results of our experiments. We see our approach, Mixture - MI dramatically

outperforms the other approaches in both the MSE and Log-Likelihood metrics.
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E.5.2 Testing Robustness to M Parameter

We also test the robustness of our Mixture - MI approach to misspecified M values. We repeat

the previous experiment, testing the Mixture - MI approach varying the misspecified value of M

between M = 1 (Unimodal) and M = 3, 5, 7 (see Figure E.15). We use the Log-Likelihood metric

since MSE is not well-defined for methods with M ̸= 5 because they learn a mixture of a different

number of reward functions from the true synthetic mixture.

We see the best performance occurs for M = 5 and M = 7, with only M = 1 performing

significantly worse. We conclude that in this experiment our Mixture - MI approach is relatively

robust to the value of M , as long as a sufficiently large value > 1 is selected.

E.6 Additional Unimodal Baseline for Section 4.6.3

We test an additional baseline on the random queries made during user studies to show the supe-

riority of our learning approach. The additional baseline represents selecting the unimodal reward

with fixed norm that maximizes the reward of the top trajectory of each expert-ranked query. We

compare this baseline against a learning method that computes the bimodal MLE of the reward

function. Formally, for query responses DR =
{
Q(i′), q(i

′)
}i
i′=1

with ξ(i
′) the top trajectory in the

ranking q(i
′) = (ξ(i

′), . . .), we define this baseline to learn the parameters (w,α) where α = 1 and

w̃ =

i∑
i′=1

Φ(ξ(i
′))

w =
w̃

∥w̃∥2
.

Note that we do not vary the querying method in this experiment. Rather, we compare two

methods of learning reward weights from the 15 random human queries that were performed by

the Mixture - Random algorithm on the FetchBanana and LunarLander during our user studies,

and then evaluate these methods on the 10 random evaluation queries presented to the humans at

the end of the experiment. We compare the two methods in terms of the Log-Likelihood metric.

The results are presented in Table E.3, with our method denoted as “Mixture MLE” and the new

baseline described above denoted as “Baseline”.

Table E.3: Additional User Study Reward Learning Baseline

LunarLander Fetch Robot

Log-Likelihood

p-value

Baseline Mixture MLE

−8.23± 0.31 −5.91± 0.18

6.2 · 10−7

Baseline Mixture MLE

−5.21± 0.22 −4.70± 0.35

0.11
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We see the Mixture MLE method outperforms the Baseline method on both environments, with

statistical significance (p < 0.05) in LunarLander when conducting paired t-tests.
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